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ABSTRACT  

Upon consultation with professionals in the field of social media textual data analytics and a 

systematic review of literature in the field of topic modelling and sentiment analysis of short-

form text, a research gap was identified, for which a prototype system was developed. The 

business problem faced is the lack of an automated approach to topic-sentiment extraction 

and classification of user-generated text based on the stage that the user is situated at in their 

customer journey in association with the purchase of a product or service. The following 

research proposes a system of tools that can extract topics and associated sentiment polarity 

from social media data, and subsequently allocate user-generated text in pre-defined classes 

that correspond with stages of the customer journey.  

The research involved experimental procedures in the field of sentiment classification, topic 

modelling and text classification. To evaluate the models’ performance a survey was 

distributed, which engaged a total of 58 respondents to perform the same tasks that the 

algorithms were given. The technical and human-agent experiment results were compared 

with the aim of evaluating the ability of an automated approach to solve this business 

challenge in a timely and efficient manner, which would emphasise the organisational benefits 

of cost-cutting and intelligent decision-making, which could be achieved following the 

implementation of the system. Considering the scope of the research project, the data used 

was extracted from social media websites Facebook and Twitter, and thus lacked labels, 

hindering the application of supervised learning for the classification task. Nonetheless, 

unsupervised and semi-supervised approaches were implemented, with the script for 

supervised model being annexed to support the work of other researchers. 

The conceptualised system of algorithms has measurable benefits to organisations and has 

been approved for implementation as part of the initial stages of a strategic project in the 

University of Strathclyde. The research presents exciting opportunities for future research, as 

well as actionable recommendations and implications for both text analytics professionals, 

business owners and academics.  
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GLOSSARY 

Sklearn - Scikit-learn (formerly scikits.learn) is a free software machine learning Python 

library, which features various classification, regression and clustering algorithms including 

support vector machines, random forests, gradient boosting, k-means and DBSCAN, and is 

designed to interoperate with the Python numerical and scientific libraries NumPy and SciPy. 

Textblob - a Python library for processing textual data, which provides a simple API for 

common NLP tasks such as part-of-speech tagging, noun phrase extraction, sentiment 

analysis, classification, translation, and more. 

Word2vec - a group of related models that are used to produce word embeddings from text  

Customer journey – a theory, used predominantly in marketing practice that represents the 

process that a customer, purchasing a product or services undertakes; consists of five stages: 

expectation/awareness, consideration, purchase, retention, advocacy 

 

 



 
 

1. CHAPTER I: INTRODUCTION 

1.1 Introduction 

The following research is concerned with addressing the business problem of short-form text 

handling automation. Specifically, a design of a system will be provided following the execution 

of experiments in three areas of Natural Language Processing (NLP): Topic Modelling, Sentiment 

Analysis and Text Classification, with the latter being done in a way that indicates to the system’s 

user (typically a business organisation) the stage of the customer journey (typically associated 

with a purchase of a product or service) that the author of the text is at. 

The Introduction chapter will present the background and context of this research and the 

research questions that will be tackled. Other elements of design will also be discussed, as well 

as the contributions of this piece being affirmed prior to delving in deeper into the subject matter.  

1.2 Background to study 

According to market research of the digital market, the number of internet users between January 

2018 and January 2019 has grown by 9.1% or otherwise 367 million reaching a total of 4.388 

billion internet users, with active social media users and mobile social media users following a 

similar trend of growth for the same period, with 9% and 10%, respectively (Kemp, 2019: 8). Social 

media platforms continue growing in popularity, such as Facebook or Instagram, who have in the 

past year gained 37 and 38 million new active followers, respectively, which translates to 1.7% 

and 4.4% of the corresponding user base of these platforms (Kemp, 2019: 82). Users of such 

social media collectively post online vast amounts of data, which are considered by business 

organisations and market researchers as sources of market research data, available to the public. 

However, relevant insight is difficult to find as data is often considered a chaotic cluster of various 

information formats (Ritter et al., 2011; Linoff and Berry, 2011) or can offer minimal insight to 

marketing and business strategists.  

Partially influenced by these problems, the field of NLP has been intensively developed in recent 

years, its aim being to train algorithms to decode natural language and speech data into 

meaningful semantic insights through processing, analysis and synthesis, bridging the gaps in 

communication between humans and machines (Nadkarni et al., 2011). Applications are thus 

being developed, whose aim is to understand sociological constructs through computer science 

(Wang et al., 2007), and translate trending social insights to marketing specialists. Ultimately, the 

goal of research in intelligent social media analytics software is to measure consumer response 

to stimuli and events, and report insights that can improve organisations’ competitive advantage 

(Amaravadi et al., 1995; Chen et al., 2012) as they adapt their B2C communication and content 
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dynamically (Nakatani and Chuang, 2011). Consequently, a common NLP research problem is 

the extraction of sentiment from text, classifying an expressed opinion as positive, negative or 

neutral, which is used by analysts to better understand societal response to trends and pressing 

issues (Pang and Lee, 2008; Fan and Gordon, 2014; Liu and Zhang, 2012). Opinion extraction 

from social media data offers challenges, such as language ambiguity or expression of mixed 

semantic attributes (Liu and Zhang, 2012), as well as such insight being arguably challenging for 

marketers to translate into sales or purchase intent due to a lacking context of the opinion (Omand 

et al., 2012). The current research will approach the problem of sentiment analysis and topic 

extraction of social media data, while simultaneously addresses the needs of marketing 

specialists through classifying consumer-generated text into stages of the customer journey. 

1.3 Statement of Problem 

Due to the potential applications of sentiment analysis and topic modelling instruments in the 

context of understanding consumer behaviour and informing business decisions, research in the 

areas has been intense in the past few years. However, user-generated social media textual data 

offers multiple challenges for the development of algorithms, such as data sparsity (Chen et al., 

2011; Rao et al., 2016; Ittoo et al., 2016), lack of structure (Oza and Naik, 2016; Curiskis et al., 

2019) and lack of annotation (Curiskis et al., 2019) to name a few, which will be further expanded 

on in Section 2.5 of Chapter II. Research has thus progressed from surface-level traditional 

machine learning modelling to deep learning state-of-art methodologies, that are more adaptive 

to unstructured and unlabelled data, and can automatically extract features and rich data 

representations (Araque et al., 2017). As a result topic-aware sentiment analysis has become 

more accessible as a research discipline, with various scholars proposing models that can be 

used for social media data (see Rao et al., 2016; Diamantini et al., 2019; Li et al., 2019; Ali et al., 

2019; Huang et al., 2017; Zhang et al., 2016; Dong et al., 2018; Fu et al., 2018; Xiong et al., 2018; 

Ren et al., 2016; Farhadloo et al., 2016). Although such models have been tested in various 

domains, such as financial markets (Nassirtoussi et al., 2014), politics (Lozano et al., 2017), and 

retail (Ibrahim and Wang, 2019) (see more in Section 2.7, Chapter II), it is recognised that few 

studies have examined topic modelling and sentiment analysis as means of supporting marketing 

decision-making. Specifically, as Chapter II: Literature Review will demonstrate, few recent 

studies have addressed the knowledge gap of applying a classification algorithm as a subsequent 

step to topic-sentiment models. Considering also the above demonstrated gap of research that 

supports the function of marketing personnel, the current study aims to create a system of tools 

that can extract topics and associated sentiment polarity from social media data, and 

subsequently allocate user-generated text in pre-defined classes that correspond with the stages 

of a purchase customer journey. 
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1.4 Purpose of Study 

The purpose of the study will not be to propose new development of algorithms for topic modelling, 

sentiment analysis or text classification, but to examine the performance of existing algorithms in 

a collective system, whose aim is solving a real-life business problem, as explained above. Most 

importantly, a combination of existing techniques will be sought that solves the challenges of 

working with short-form text in the most time-efficient manner. Finally, performance of compared 

systems will be evaluated on the basis of technical performance, ease of application, as well as 

proximity to human agent performance on the same problem, which collectively will act as a 

determinant of system quality. Ease of application is especially emphasised considering that one 

of the key reasons for the creation of this system being the desire to automate previously manual 

processes in ways that can be applied directly in small marketing and business organisations, as 

well as are scalable for use in larger corporate entities. 

1.5 Research Questions 

Motivated by the problems identified in Sections 1.2 and 1.3, the following research will address 

the research questions listed below:  

• Can a library-generated sentiment classifier replace a manual sentiment classification 

process efficiently? 

• Which topic modelling technique can be considered most efficient for handling of short-

form, user-generated social media textual data, with experimentation comparatively 

evaluating the performance of LSA and LDA for topic coherence and similarity with topics 

generated by humans on a small sample of the data? 

• Which classification technique can be efficiently applied to a web-extracted dataset with 

user-generated text to categorise the data entries into five categories that correspond with 

the user journey? 

1.6 Research Design 

The design of the proposed research is therefore quantitative, with all associated activities being 

conducted in a scientific and experimental manner that suggests that all derived insight is 

supported by empirical data. Whenever such is not available, qualitative interpretation is 

incorporated. Based on Saunders et al.’s (2016) research onion ontology, the research philosophy 

is positivism with a deductive approach, and a cross-sectional time horizon. A systematic literature 

review in the field of topic modelling and sentiment analysis of short-form text will reveal the 

algorithms that are most suited for inclusion in the experimentation process. Subsequently, the 

performance of each combination of algorithms will be assessed  
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The holistic system development methodology followed is derived from Géron’s (2017) machine 

learning project checklist; however, appears in a variety of texts, e.g. Chollet (2018), Nielsen 

(2015), Goodfellow et al. (2016), Russell and Norvig (2016) and Berry and Linoff (2004), where 

the project’s milestones involving problem framing, obtaining data, data exploration, data 

preparation, short-listing of promising models, system fine-tuning and solution presentation. 

Considering Fernandez-Lozano et al.’s (2016) critical evaluation of this traditional experiment 

design template in computational intelligence, one adjustment is made. External cross-valuation 

is introduced in the learning stage, in the current research done by human-agent evaluation. This 

evaluation will be made available to the study participants in the form of an online survey. The 

details regarding the use of this instrument, as well as its protocol and measures are available in 

Section 3.3.3.3, in the Methodology chapter. 

Data sourcing will be done through accessing publicly available social media user-generated texts 

from the platforms Facebook and Twitter, with the rationale and methodology applied for data 

access and pre-processing being explained in detail in Section 3.3.2.1, in the Methodology 

chapter. A demo presentation of the final solution will also be made available as part of the 

deliverables of this research project. 

1.7 Definition of Key Terminology 

Considering the business challenge that is being addressed with the system development, the 

term ‘customer journey’ requires further clarification. The customer journey concept is a key 

aspect of marketing theory (Rawson et al., 2013), with multiple interpretations available, e.g. a 

user story (Stickdorn and Schneider, 2010), or the repeated interactions between a service 

provider and the consumer (Sangiorgi, 2011). Holistically, the concept implies that each customer 

of any organisation goes through five stages as part of their purchasing process: 

expectation/awareness, consideration, purchase, retention, advocacy (Følstad and Kvale, 2018; 

Voorhees et al., 2017; Lemon and Verhoef, 2016), which will be used as classes (categories) for 

the machine learning classifier. 

1.8 Significance of Study 

From an organisational standpoint, the ability to relate sentiment to given topics enables informed 

planning of business operational goals, with the capacity to prioritise areas, identified as 

problematic. Relating the topic-aware sentiment analysis to stages of the customer journey 

enables improvements in targeted responsiveness of the organisation and as a result – improved 

communication with consumers and feel for the market. Such technology can empower 

organisations to monitor consumers and their responses to stimuli intelligently, whilst 

simultaneously taking a proactive response to identifying the topics, which interest consumers at 
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various stages of their customer journey and tracking the associated sentiment consumers have 

with such topics. Arguably, such information except from a strategic standpoint, has value from a 

marketing standpoint as well, namely for aspects of digital marketing such as the business’ 

content strategy. Understanding the topics that are relevant to consumers at each stage of the 

customer journey enables organisations to target market micro-segments with marketing 

communication or promotional activities. In addition, this increases the likelihood of immediate, 

personalised responses, which has the potential of improving companies’ relationship marketing 

efforts, which as a result can improve customer retention. Moreover, being able to capture 

sentiment associated with individual topics in the journey stages can lead to identification and 

understanding of process ‘leaks’, otherwise stages that can be associated with loss of consumers. 

Such knowledge can be used for strategic process improvement with the aim of retaining 

consumers. 

From a research standpoint, the current piece advances literature by demonstrating the potential 

in combining existing machine learning algorithms from different disciplines in an effort to solve a 

real-life business problem. Specifically, the research identifies in a scientific manner the 

superiority of a number of techniques compared to others that serve the same purpose, which 

knowledge can be utilised by other researchers as a starting point in their own system 

development in the field of topic modelling and sentiment analysis of short-form text. 

1.9 Contributions 

The study will make contributions to the development of industry practice, demonstrating cost- 

and time-efficient ways of implementing machine learning for marketing process automation, as 

well as academic contributions, which will be deriver as a result from the experimental activities 

that involve the comparative testing and performance evaluation of models against one another, 

as well as against human-agents (study participants). 

1.10 Limitations, Research Context and Scope 

Considering the work with user-generated social media data, a key limitation is the quality and 

availability of data. To elaborate, the importance to training data for a machine learning algorithm 

of any type is pivotal for its performance, as recognised by a variety of scholars (see Géron, 2017; 

Chollet, 2018; Nielsen, 2015; Goodfellow et al., 2016; Russell and Norvig, 2016). Although more 

advanced methods can be used to address this challenge, e.g. deep learning methods, the 

problem with imbalanced (Chawla et al., 2004) or insufficient (Aggarwal and Zhai, 2012) data is 

presented in the training stage.  
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In order to potentially capture data from various stages of the customer journey, a specific industry 

context should be examined. Following consultations with company executives in the industry of 

marketing analytics that specialise in textual data (see Appendix A), the insurance industry was 

chosen as a suitable cohort, key information for which is attached as Appendix B. The rationale 

for choosing this industry amongst others was the long duration of the customer journey that 

characterises B2C relationships in the field, which is considered beneficial for addressing the 

above limitation of data insufficiency or imbalance.  

A key assumption that underpins the choice made is (1) the duration of a mandated relationship 

between an organisation and a consumer (e.g. through an insurance policy), in combination with 

(2) the increased psychological investment of the consumer in the process of decision-making, 

which is affirmed by research suggesting that insurance is a high-involvement1, self-concern 

purchase (see Lin and Chen, 2006; Mittal, 1989; Kim and Sung, 2009). Collectively these 

assumptions are considered to increase the likelihood of social interactions in the digital space 

that concern various stages of the customer’s journey. 

Regardless of the specific nature of the context, the research is argued to have external 

generalisability from a system perspective, with the industry being determined by the data the 

system is trained on. Further details of how academic rigour is ensured are available in Section 

3.6 in the Methodology chapter. 

1.11 Organisation of Study 

The following Chapter II: Literature Review will present a systematic synthesis of relevant 

literature in the form of a literature review, where the knowledge gap this study aims to fulfil will 

be contextualised.   

                                                 
1 High-involvement purchases are found to absorb more consumer time in the stages of information seeking 
and consideration, resulting in more time and more money being spent for such a purchase (Clarke and 
Belk, 1979). Although no formal definition exists, high-involvement purchases are made by conscious 
consumers, who for a variety of reasons consider the outcome of the purchase to be of critical importance 
to their life (Park et al., 2007).  
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Chapter III: Methodology will situate the study within a precise methodological tradition, explaining 

the rationale for relevant decision-making, associated with all aspects of the design and 

procedures that were part of the study. Chapter IV: Analysis is where the findings will be presented 

and results - critically analysed, considering the study’s research questions, literature review, and 

conceptual framework. The final chapter (Chapter V: Conclusion and Recommendations) is where 

the outcome of the study will be discussed, specifically the patterns, ambiguities or 

inconsistencies of the findings, as well as personal reflection statements, concerning the research 

process and future research opportunities that stem for the current study.  

2. CHAPTER II: LITERATURE REVIEW 

2.1 Chapter Overview 

The following chapter will provide a detailed account of scholarly work that has been previously 

published in the examined areas of topic modelling and sentiment analysis. The aim of the review 

is to systematically examine recent publications in the area and familiarise the reader with recent 

developments. A further objective is to approach knowledge from a critical stance, as well as 

demonstrate the gaps in knowledge that will be addressed by the current research. 

An overview of the methodology used for completing the review will be provided, after which topic 

modelling and sentiment analysis literature will be examined in separate sections. The most 

relevant studies to the current research are synthesised and critically analysed in Sections 2.6 

and 2.7, where knowledge gaps will be discussed. In Section 2.8 is attached a conceptual model, 

which will detail the theoretical and methodological bases for development of the study and 

analysis of findings, following which the chapter will be concluded with a brief overview.  

2.2 Methodology  

The adopted literature review methodology is systematic. Reviews are considered systematic if 

they adhere to a methodological approach that is (1) explicit in terms of defining the procedures 

followed in the process of conducting the review, (2) comprehensive in scope regarding the 

inclusion of all relevant material on the given topic, and as a result is (3) reproducible by others, 

following the same approach in reviewing the topic (Fink, 2005; Jesson et al., 2011; Booth et al., 

2016; Hart, 2018).  Key characteristics of such reviews are also transparency regarding the 

approach, rationale and decisions made by the researcher (Rousseau et al., 2008). Considering 

critics of the traditional graduate student thesis approach to conducting a literature review, the 

following examination, although scope-limited, follows the methodological steps of a stand-alone, 

systematic literature review, closely mirroring methodologies of doctoral theses, namely that 

selected studies meet rigorous characteristics for the independent and dependent variables (Okoli 
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and Schabram, 2010). The following eight procedures have been conducted: purpose 

identification, development of protocol, search for literature, practical screen, quality appraisal, 

data extraction, synthesis of studies and writing of the review, which can be loosely grouped into 

four stages: planning, selection, extraction and execution (Okoli and Schabram, 2010; Jesson et 

al., 2011).  

 

Figure 2.2-1 Summary of Search Strategy, using the PRISMA flow methodology (see Moher et al., 2009) 

 

Figure 2.2-1 (above) illustrates a summary of the applied search strategy, which mirrored the 

PRISMA methodology for systematic literature reviews, developed by Moher et al. (2009). To 

ensure the reproducibility of the review, details of conducted searches are attached as Appendix 

C. Several decisions are to be justified. Firstly, database choice was made on the basis of optimal 

search, with electronic databases chosen for efficiency. Elsevier and IEEE Xplore were chosen 

as examples of industry and context-specific databases, respectively. Considering the more 

general nature of publications on the Emerald Insight database, as well as its poor performance 
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in retrieving relevant papers, subsequent handsearching was performed in Google Scholar. 

Secondly, inclusion and exclusion criteria were applied, most notable among the latter being 

journal quality, measured by the ABS Academic Journal Guide of 2018 (CABS, 2019) or the Web 

of Science Journal Impact Factor Index of 2017 (Clarivate Analytics, 2019). By setting these 

criteria, the scope of the synthesis was placed on original and well executed research papers in 

highly regarded journals, thus enabling a coherent examination of the discussed topic and the 

knowledge gaps, which can be addressed. 

Finally, an overview is provided of the distribution of studies per journal and year, from those 

returned by the database search alone, which were subsequently selected for analysis following 

application of the exclusion criteria illustrated above (Figure 2.2-2, below). This demonstrates the 

leading journals, as well as the trend in publications in the field, namely the majority of relevant 

papers being published in 2018 and 2019, indicating an upward trend in academic popularity, 

available knowledge and researcher interest in the field. The following sections will present the 

literature analysis, organised by topics, as indicated earlier in Section 2.1. 
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Figure 2.2-2 Distribution of Studies (returned from database search alone) per Journal and Year. 2 

 

 

2.3 Topic Modelling 

2.3.1 Concept Overview 

Topic modelling is a text processing technique, which is aimed at overcoming information 

overload by seeking out and demonstrating patterns in textual data, identified as the topics (Blei 

et al., 2003). This enables an improved user experience, with users being equipped with the ability 

to navigate quickly through a corpus of text or a collection, guided by identified topics (Blei and 

Lafferty, 2007). Primarily topic modelling is performed with unsupervised learning algorithms, the 

output of which is a summary overview of the discovered themes (Lee et al., 2017). Topic 

detection can be performed in either online of offline mode, with the former aiming to discover 

                                                 
2 Note: Additional Studies were included as a result of handsearching and reference list searching 
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dynamic topics overtime as they appear and the latter being retrospective, considering documents 

in the corpus as a batch, detecting topics one at a time (Chen, Guo et al., 2017). There are, 

according to Dang et al.’s (2016) literature review, four main approaches to topic detection and 

modelling: keyboard-based approach, probabilistic topic modelling, Aging theory, and graph-

based approaches. Other scholars consider categories being best defined by techniques used for 

topic identification, such as clustering, classification or probabilistic techniques (Cigarrán et al., 

2016).  

2.3.2 LDA-based (latent Dirichlet allocation): Application and Limitations 

LDA (Latent Dirichlet Allocation) is a Bayesian hierarchical probabilistic generative model for 

collection of discrete data and it operates based on an exchangeability assumption for words and 

topics in the document (Blei et al., 2003). In this method, documents are modelled as discrete 

distributions over topics, and later topics are regarded as discrete distributions over the terms in 

the documents (Wang et al. 2018). The original LDA method uses a variational expectation 

maximization (VEM) algorithm to infer topics for LDA (Blei et al., 2003), but later stochastic 

sampling inference based on Gibbs sampling was introduced, which demonstrated improved 

performance in experiments and has since been used more frequently as part of models (Wang 

et al. 2018). Blei et al. (2003), who first introduced LDA demonstrate its superiority against the 

probabilistic LSI model. LSI (Latent Semantic Indexing) contrastingly uses linear algebra and bag-

of-words representations for extracting words with similar meanings (Kintsch et al., 2007). Its 

limitations involve its ability to scale due to the linearity of the technique it is based on, however 

pLSI, the probabilistic variant of LSI, solves this challenge by using a statistical foundation instead 

and working with a generative data model (Uys et al., 2008; Onan et al., 2016). Nonetheless, LDA 

was most commonly listed as part of models amongst all reviewed techniques and is considered 

of value for strategic business optimisation. For example, Wang et al.’s (2018) study 

demonstrates the value of the methodology as means of improving a company’s competitive 

advantage by extracting information from user online reviews, and subsequently classifying topics 

according to sentiment. Although Wang et al.’s (2018) paper demonstrates meaningful findings 

and a system easily utilisable by managers, it fails to provide comparative analysis that can 

potentially demonstrate the superiority of the proposed model architecture. Topic modelling using 

LDA has been used also to characterise personality traits of users, based on their online text 

publications (Liu et al., 2016). Notable is also the study of Bastani et al. (2019), where LDA-based 

topic modelling is used to analyse consumer complaints in a consumer financial protection 

bureau. As part of these models, predetermined labels are used for classification, which improves 

the efficiency of the complaint handling department through task automation.  
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Although efficient and frequently used in scholarly research, the model is criticised for its 

assumption of document exchangeability, which can be restrictive in contexts where topics evolve 

overtime (Uys et al., 2008). Additionally, LDA-based models are criticised for commonly 

neglecting co-occurrence relations across the documents analysed, which results in detection of 

incomplete information and an inability to discover latent co-occurrence relations via the context 

or other bridge terms, which subsequently prevents topics that are important but rare from being 

detected (Zhang et al., 2016). Hybrid approaches have been proposed to address these 

limitations (Zhang et al., 2016), however they perform sub-optimally on short-form text, which 

brings to question their efficiency in noisy, unstructured social media data. This criticism is also 

shared in the analysis of Curiskis et al.’s (2019) study, where the authors propose a model 

specifically tailored for online social networks topic modelling, demonstrating that even shallow 

machine learning clustering techniques applied to neural embedding feature representations 

deliver more efficient performance as compared to LDA. Models, who learn vector representations 

of words and hidden topics are justified to have a more effective classification performance on 

short-form text (Zhang and Zhong, 2016). Similarly, Yu and Qiu (2018) propose a hybrid model, 

where the user-LDA topic model is extended with the Dirichlet multinomial mixture and a word 

vector tool, resulting in optimal performance, when compared to other hybrid models or the LDA 

model alone on microblog textual data. Similarly, Yu et al. (2019) apply a conceptually similar 

approach to Twitter data, namely the hierarchical latent Dirichlet allocation (hLDA), which aims to 

automatically mine the hierarchical dimension of tweets’ topics by using word2vec (i.e. a vector 

representations technique) to extract semantic relationships of words in the data to obtain a more 

effective dimension. Hajjem and Latiri (2017) further criticise the LDA approach as unsuitable for 

short-form text, proposing a hybrid model, which utilises mechanisms typical for the field of 

information retrieval. Another limitation, recognised by Dohaiha et al., (2018) is that by using LDA, 

topics require manual evaluation and are unlabelled, which offers potential for further automation. 

Considering the above listed limitations of the LDA method on short-form text, Chen et al. (2019) 

have compared its performance with the Non-negative matrix factorization (NMF) model, 

demonstrating that the latter is likely to perform better than LDA under the same configurations in 

topic mining for short texts.  

LDA hybrid (sLDA) has also been developed for geo-aware topic models, suitable for offline 

analysis (Lozano et al., 2017). Such a tool has potential applications in consumer behaviour 

analytics. Another such relatively unexplored, but potentially impactful for understanding of cross-

national consumer behaviour model is multilingual topic modelling. In this field, both LDA-based 

(BiLDA, bilingual-LDA) (Vulić et al., 2015), and hybrid (Lo et al., 2017) approaches have been 

proposed, the latter being based on unsupervised learning using a K-means clustering algorithm.  
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2.3.3 Other approaches: Applications and Limitations 

Except for LDA, there are numerous other developments in the field of topic discovery. However, 

considering the lack of academic attention they have received, they appear to have critical 

limitations that remain unaddressed, as will be illustrated below. For example, Chen, Zhang et al. 

(2017) propose a hierarchical approach for topic detection where words are treated as binary 

variables and allowed to appear in only one branch of hierarchy. Although efficient when 

compared to LDA, it can be argued that this approach is unsuitable for application on short-form 

text, extracted from social media, considering the language ambiguity, which characterises this 

data form. Similarly, a Gaussian Mixture Model can be used for topic modelling of news articles 

(Jiang et al., 2018).  This model aims to represent text as a probability distribution as means to 

discover topics (Jiang et al., 2018). Although it outperforms LDA, considering the lack of structure 

and data sparsity of short-form texts, it can be argued such a model will perform less coherently 

in topic discovery.  Another model based on Formal Concept Analysis (FCA) was proposed for 

topic modelling of data from Twitter (Cigarrán et al., 2016). This approach shows facilitation of 

new topic detection based on information coming from previous topics, yet fails to generalise well, 

meaning that it is unreliable and sensitive to topics, which it has not been trained on.  

Other models, such as Chen, Guo et al.’s (2017) TG-MDP (topic-graph-Markov-decision-

process), consider semantic characteristics of textual data, as well as automatically select optimal 

topics set with low time complexity. Such an approach is suited for offline mode topic detection 

alone, yet shows promising results when compared to benchmark algorithms, based on LDA, 

which are considered superior to others in the field, such as GAC (see Yang et al., 1998), LDA-

GS (see Asuncion et al., 2009) and KG (Sayyadi and Raschid, 2013). Finally, Dang et al. (2016) 

propose a dynamic Bayesian networks approach, which aims to detect emerging topics in 

microblogging communities. This field has more recently been furthered by Abulaish et al. (2018), 

who propose a five stage, topic evolution word embedding-based modelling approach, which 

analysis user-centric tweets to observe their topical evolution over a period of time. Although no 

research is found that builds upon this knowledge, these studies present possibilities to track the 

evolutionary behaviour of different user groups overtime, which can be useful for marketing 

strategists in determining the evolutionary direction of user interests.   

To recap, although there are many approaches to topic modelling, LDA has evolved in being the 

most commonly used. Nonetheless, considering the model’s limitations, a plethora of hybrid 

approaches have been subsequently developed to improve topic accuracy and relevancy, with 

methodologies being tested that challenge the model’s probabilistic nature (e.g. hierarchical). 

Other non-LDA approaches have also been developed, however some limitations of their 
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application to short-form text are identified. Section 2.6 will further the discussion with an overview 

of methodologies developed specifically for short-form text, but first, an overview of the research 

of Sentiment analysis is provided in Section 2.4. and Challenges of both areas in Section 2.5. 

2.4 Sentiment Analysis 

2.4.1 Concept Overview 

Sentiment analysis is a discipline that aims to extract qualitative characteristics from user’s text 

data, such as sentiment, opinions, thoughts and behavioural intentions using NLP methods 

(Heimann and Danneman, 2014), with developments in the latter being highly relevant for the 

purpose of this research project’s task. Social media texts are particularly useful for such type of 

research as they are used to express a standpoint, which is traditionally filled with subjective text 

(Zhang et al., 2018). Traditional studies on sentiment analysis have the aim to detect polarity in a 

given text, namely classifying it as positive, negative or neutral (Ravi & Ravi, 2015; Chen et al., 

2018; Fan and Gordon, 2014). This categorisation need is considered one of the key limitations 

to traditional sentiment analysis, as subjectivity and objectivity are not addressed (Chaturvedi et 

al., 2018).  More advanced methods attempt recognising multiple differentiated affective 

manifestations in text, which indicate emotions and opinions through analysis of the language 

used for self-expression (Sintsova and Pu, 2016; Chen et al., 2018). Additionally, such methods 

often aim to simultaneously detect and extract topic models, thus deep learning approaches such 

as convolutional neural networks (CNN) are often used (Wang et al., 2015; Wang et al., 2016). 

CNNs are also used in sentiment analysis of short-form texts (see Dos Santos and Gatti, 2014; 

Kale et al., 2018; Tang et al., 2015). The effectiveness of the sentiment extraction in short-form 

text relies on the application of more advanced methodologies (Dos Santos and Gatti, 2014). 

Social media data in particular requires comparatively more complex methods in information 

retrieval as well due to the creative language, use of slang and abbreviations (Baziotis et al., 

2017).  

Models used can vary between supervised (see Li, Guo et al., 2018; Bravo-Marquez et al., 2014), 

semi-supervised and unsupervised, with the former being most challenging to obtain and cost-

inefficient for research (da Silva et al., 2016). Semi-supervised approaches utilise a small number 

of labelled samples as training data as means of improving classification accuracy, with an 

example being the model published by da Silva et al. (2016), where Twitter data is classified using 

SVM as an approach with resulting promising performance.  

Sentiment analysis can be performed at a document level, sentence level and aspect (word) level 

(Diamantini et al., 2019). Short form texts, such as content from social media are best analysed 

with sentiment analysis at a sentence level as they usually consist of a single or few sentences 
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(Diamantini et al., 2019). However, models have also been proposed that analyse individual 

words under the assumption that words in the same sentence share the same emotion. Such an 

approach is Tang et al.’s (2019) hidden Topic-Emotion Transition model, which models topics and 

emotions in successive sentences as a Markov chain. This approach enables simultaneous 

detection of document-level and sentence-level emotion.  

Multimodal sentiment analysis has grown as a field in recent years, with models proposed in the 

area taking advantage of recent developments in weakly supervised deep learning approaches 

(see Majumder et al., 2018; Chen et al., 2018). Simultaneously, multimodal event topic modelling 

has also emerged, which has been demonstrated as promising for the area of predictive analysis 

of consumer behaviour and sociology (Qian et al., 2015). Collectively topic modelling and 

sentiment analysis in a multimodal context are recognised as means of improving human-agent 

interactions, with an example being automatic speech recognition (Echeverry-Correa et al., 2015; 

Clavel and Callejas, 2015). 

2.4.2 Primary Methods: Applications and Limitations 

Sentiment analysis has initially been performed using pre-developed, manually built sentiment 

lexicons, such as Subjectivity Wordlist (Banea et al., 2008), WordNet-Affect (Strapparava and 

Valitutti, 2004), SentiWordNet (Baccianella et al., 2010; Appel et al., 2016), SenticNet, AFINN, 

Sentiwords, SO-CAL, Opinion lexicon, and WordStat, each having a various scale of rating and 

various word count (see Li, Guo et al., 2018). Such lexicons have been used as foundations for 

model development, with examples being the Polarity Classification Algorithm (PCA), which 

classifies tweet sentiment, the Enhanced Emoticon Classifier (EEC), Improved Polarity Classifier 

(IPC), and SentiWordNet Classifier (SWNC), amongst which superior performance demonstrates 

the PCA (Khan et al., 2014). These approaches although useful in distinguishing subjective or 

objective speech and categorising sentiment as positive, negative or neutral, enable researchers 

to extract sentiment primarily from the perspective of the writer as opposed to the reader (Rao et 

al., 2016).  

Except lexicon-based approaches, sentiment analysis can be performed using a machine learning 

approach, which uses statistical models trained on human annotated datasets, thus utilising semi-

supervised learning (Diamantini et al., 2019). Each perspective offers its own limitations and opts 

for compromising either accuracy of generalisability of the analysis. Almeida et al.’s (2018) study 

approaches the problem of multi-label sentiment classification from the perspective of the reader, 

applying a model to a news dataset. Their study demonstrates the superiority of ensemble 

classifiers when compared to other methods, providing a foundation for experimentation with such 

models on short-form text data. Table 2.4-1 (below) shows a comparison of the primary methods 
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used for determining semantic subjectivity in texts, alongside the advantages and disadvantages 

for each approach. For sentiment analysis of tweets, following a comparative analysis of six 

shallow machine learning approaches, Ahuja et al. (2019) conclude that TF-IDF perform better 

as compared to N-Grams in terms of feature extraction. Holistically, the combination of TF-IDF 

with logistic regression is considered most efficient amongst the studies sample of Ahuja et al.’s 

(2019) paper. 

Table 2.4-1 Comparison of subjectivity detection semantic methods (Overview) (adapted from Chaturvedi et al., 2018) 

Method Model Advantages Disadvantages 

Conditional Random 
Fields 

(Mao and Lebanon, 
2007) 

Sequence tagging, such 
as part-of-speech 
tagging and shallow 
parsing 

Captures word order and 
grammar well (through n-

grams) 

High feature 
dimensionality 

Semi-Supervised 
Learning 

(Pang and Lee, 2004) 

Small number of labelled 
words of a known 
polarity are used for 
training and classification 
is done on highly similar 
samples small samples 

Easy and time-efficient 
determination of polarity 

Lack of in-depth 
understanding of 
subjectivity and 
objectivity in 

sentences 

Deep Learning 

(Chatuverdi et al., 
2016) 

Input sequence 
processed by numerous 
layers, trained using 
backpropagation 

Meta-level feature works 
well with large 
vocabularies, performs 
better than n-gram 

models 

Does not perform well 
on short-form text and 
social media data due 
to noise in training 

data  

Multiple Kernel 

Learning 

(Bucak et al., 2013) 

Features organised intro 
groups, with each group 
having its own kernel 
function 

Multimodal sentiment 

analysis 
Slow computation 

 

2.5 Challenges of Short-form text Topic Modelling and Sentiment Analysis 

There exists no common definition on what short-form text is in academic literature, with scholars 

working with datasets, containing textual information from varying length with some examples of 

such data being user product and service reviews, textual data from Twitter (otherwise referred 

to as user Tweets), comments in public forums (e.g. Reddit), user posts from Facebook, 

comments on videos, and so on. Additionally, such texts can be instant messages, short message 

exchanges, forum comments and news headlines (Rao et al., 2016).  

Short text is challenging for the tasks of topic detection and sentiment extraction as it lacks 

contextual information, which leads to a problem of data sparsity (Chen et al., 2011; Rao et al., 
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2016; Ittoo et al., 2016). As a result, general models such as bag-of-words become unsuitable for 

semantic analysis of short texts as they ignore order and semantic relationships between words 

(Sriram et al., 2010; Tang et al., 2019). Nonetheless, a review of text analysis studies in financial 

markets demonstrates that the bag-of-words approach is used in the majority of the reviewed 

sample as means of feature selection (Nassirtoussi et al., 2014), which affirms its popularity in 

the academic community.  

Currently the topic model quality depends manipulation and refinement, which is often manual 

and requires time-consuming fine-tuning of model parameters (Lee et al., 2017). One of the most 

considerable challenges in topic modelling is the issue of configuration. Prior to running a topic 

modelling algorithm, data pre-processing should occur, a step from which involves removing stop 

words and topic general words (TGWs), the latter traditionally done manually and considered a 

challenge in the research area. TGWs are problematic as they can alter the results of topic 

modelling as they are more probabilistic to occur in the corpus, thus more likely to be paired with 

other words, reducing the validity of word pair topics identified (Xu et al., 2017). Models have been 

developed to automate this task, which as a result is considered a means to improving the 

effectiveness of the topic modelling algorithm (Xu et al., 2017). Li, Zhang et al. (2018) propose 

the entropy weighting (EW) scheme, which is based on conditional entropy measured by word 

co-occurrences, combined with existing term weighting schemes, which can automatically reward 

informative words and as a result assign meaningless words lower weights, improving topic 

modelling performance. Lee et al. (2017) discuss how human interaction with topic models can 

also be considered another research challenge, proposing, following two individual experiments 

with non-expert users, that human-in-the-loop topic modelling is developed as a form of mixed-

initiative interaction, where the system and the user work collaboratively with the goal of topic 

model optimisation.  

Sentiment analysis on the other hand is primarily challenged by large datasets (Fernández-

Gavilanes et al., 2016), which are often unstructured (unlike classical data mining corpuses) (Oza 

and Naik, 2016; Curiskis et al., 2019) and not annotated (Curiskis et al., 2019), thus are more 

difficult and time-consuming to pre-process for surface level machine learning. Choosing 

efficiently the pre-processing technique is considered a research priority, with studies being 

devoted to the topic, showing through comparative analysis means to improve the effectiveness 

of sentiment classification when using Tweets as data (Symeonidis et al., 2018).  Twitter and 

other social media also present a challenge of irrelevant data collected as part of the dataset, 

which impacts performance of the model (Hajjem and Latiri, 2017). Liang et al. (2018) further 

argue sentiment analysis using topic-level and word-level models, which analyse short-form text 

are vulnerable to overfitting as a result of data sparsity. Additionally, microblogging involves using 
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flexible language, including abbreviations and slang as opposed to structured sentences, which 

is considered more challenging than traditional text for algorithmic analysis (Zhang et al., 2018; 

Ittoo et al., 2016; Khan et al., 2014; Appel et al., 2016). Part of the challenges in language 

interpretation are also the use of sarcasm, imagery, metaphors, similes, humour and figurative 

language, which relies on previous knowledge and/or context (Khan et al., 2014; Appel et al., 

2016) as they impact sentiment classification accuracy. The lack of gold standards and annotated 

data in the fields of topic modelling and sentiment analysis result in reduction of the academic 

rigour of many studies due to subjectivity and ambiguity (Ittoo et al., 2016). Annotation in itself is 

time-consuming and complex (Ittoo et al., 2016), which is why the majority of studies deploy 

unsupervised learning algorithms. 

2.6 Topic Modelling and Sentiment Analysis of Short-Form text 

When performing social media sentiment classification tasks scholars approach the classification 

task from a semi-supervised perspective, equipping the model with a sentiment dictionary, which 

includes relational conjunction, emoticon, negative word, network word, basic sentiment and 

degree adverb dictionaries, which collectively enable apt decision-making (Zhang et al., 2018). 

Such an approach although time-consuming addresses the joint requirements of both topic 

modelling and sentiment analysis in short-form text, however, it can be criticised for overreliance 

on manual class definition and little automation. Arguably, such an approach would be hardly 

generalisable or scalable.  

As a result, deep learning techniques have increased in popularity in the field, considering they 

offer automatic feature extraction and both richer representation capabilities and better 

performance, when compared to surface models (Araque et al., 2017). Yet, considering previous 

analysis on deep learning on short-form text (see Table 2.4-1), the importance of noise-reduction 

in training data is vital for performance optimisation. Some models have already been developed, 

which use convolutional neural networks (CNN) for short text modelling, showing comparative 

accuracy superiority to other models (Wang et al., 2016). Although the sentiment classification 

problem can be solved using surface learning models (e.g. SVM) (Bhadane et al., 2015), the 

superiority of deep learning approaches (e.g. deep neural networks) for sentiment classification 

task is shown to outperform models such as SVM or NB in comparative analysis (Sun et al., 

2016). Nonetheless, it is to be noted that base learner architectures can be improved using 

ensemble methods (bagging, boosting and random subspace), as demonstrated by Wang et al. 

(2014). 

Recurrent neural networks (RNNs) are also considered suitable as means to solve the challenges 

short form text poses for sentiment analysis and topic detention as such networks have memory 
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capabilities, which can be utilised to process the input in a sequential manner as opposed to a 

bag-of-words, as mentioned above (Abid et al., 2019). Abid et al. (2019) and Rosa et al. (2018) 

propose an architecture that utilises the advantages of both CNN and RNN (Recurrent Neural 

Network) through layers of a deep learning network in combination with other functions, 

demonstrating reliable classification accuracy and improved structure in terms of less required 

layers and processing. A review of deep learning approaches used for sentiment analysis, 

extracted from product reviews shows recurrent neural networks to be most common amongst 

research approaches, followed by CNN and recursive neural networks (RecNN), alongside a 

plethora of hybrid approaches, which include variants of  Long-Short Term Memory (LSTM) (see 

Zhang et al., 2019), Gated Recurrent Unit (GRU), pre-trained and fine-tuned word embeddings, 

and incorporated linguistic factors in the form of part-of-speech and grammatical rules (Dohaiha 

et al., 2018). Such models are determined to still be in its relative infancy when compared to more 

traditional shallow machine learning approaches. Nonetheless, considering the popularity of 

RecNN models in recent years, comparative research experiments have been carried out testing 

means to improve their performance, including through ensemble techniques for deep learning 

models (Araque et al., 2017). Table 2.6-1 below summarises key advantages and limitations to 

each of the discussed methods. 

Table 2.6-1 Comparison of Deep Learning methodologies (adapted from Dohaiha et al., 2018) 

Method Advantages Disadvantages 

CNN Ability to extract meaningful local 
patterns (n-grams) 

Non-linear dynamics 

Time-efficinet Computation 

Extensive Preprocessing 
requirements 

Hidden layers limited in terns of 
size 

RNN Distributed hidden states can store 
past computations 

Does not require a large dataset 

Requre fewer parameters 

Potential for false prediction 

Fails to capture long-term 
dependancies 

RecNN Simple architecture  

Learns tree-like structures 

Can construct representations for new 
words 

Requires extensive parameters 

Prone to inacuraccies 

Lack of research 
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User reviews have been used in several papers as an example of classification on the basis of 

text aspects and sentiment, with a model suitable to perform this function is LSTM with aspect-

embedding and text autoencoding (Fu et al., 2019). Comparatively, Li et al. (2019) propose a joint 

sentiment-topic (JST) model for analysing user reviews, which collectively achieves the goal of 

analysing sentiment and identifying topics, which are most critical for the analysed text, 

specifically demonstrating how such a model can be used in a sales improvement context. Ali et 

al. (2019) utilise a variety of data sources, including long and short-form texts collectively and by 

using a pre-trained word embeddings model, achieve better sentiment classification performance 

on topic models. 

Measuring emotions in readers is less commonly addressed in academic literature, and arguably 

more challenging. Through an architecture of unsupervised learning or topic-level maximum 

entropy (TME), Rao et al. (2016) measure social emotion classification of short-form text. Such 

an approach is demonstrated as useful for the purposes of marketing intelligence. Comparatively, 

Liang et al. (2018) propose a model that that performs short text classification from a reader’s 

perspective by introducing a topic-emotion layer. Their model, however, fails to outperform other 

models in the conducted experiment, specifically lagging on classification accuracy.  

Chen et al.’s (2018) study demonstrates a model that analyses sentiment from short-from 

exchanges (i.e. chat messages), also taking advantage from the use of emojis as means to enable 

more accurate emotion recognition in informal messages. The study also demonstrates a practical 

application of such a system by carrying out experiments with users testing a prototype system 

that performs the analysis in real-time. Alongside emojis, the user’s personality characteristics 

can be extracted as means of more efficient sentiment classification (Huang et al., 2017), as well 

as the sequence of the sentences (Qiu et al., 2018). Hashtags in combination with emojis are also 

considered very efficient for classification (Howells and Ertugan, 2017). Additional factors, such 

as connections in social media networks are also considered as influencing factors regarding the 

analysis of sentiment of microblogging publications (Xiaomei et al., 2018), however community 

detection is a novel stream of literature with few papers published on the topic.  

Other approaches were also identified, which can be commonly grouped into two categories, 

LDA-based and non-LDA using, summarised in consideration of their methodology and used data 

(see Table 2.6-2, below). The combination of approaches and the hybrid nature of most models, 

illustrated in the table address the limitations of the methods, which were discussed in previous 

sections.  
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Table 2.6-2 Overview of Extracted Models, Methods and Applications for Simultaneous Topic Modelling and Sentiment 
Analysis of Short-form text 

LDA-based Approaches 

Model Method Used data 

MJST 

(Huang et al., 2017) 

multimodal joint sentiment 
topic model 

LDA, 

data from emoticons, 

publishers’ personality 

Tweets 

NHDP (Fu et al., 2015) 

non-parametric hierarchical 
Dirichlet process 

hierarchical Dirichlet process with a 
semantic layer 

Social media 
posts 

IG and LDA-IG (Zhang et al., 
2016) 

IdeaGraph and Latent Dirichlet 
Allocation  

graph analytics News documents, 
Tweets 

Ontology and LDA 

(Ali et al., 2019) 

Latent Dirichlet Allocation-
based topic modelling  

Word embeddings 

 

Tweets, Online 
reviews, news, 
Facebook posts 

UTSJ 

(Dong et al., 2018) 

unsupervised topic-sentiment 
joint probabilistic 

LDA with added sentiment level, 

Gibbs sampling 

 

User reviews 

Non-LDA Approaches 

WS-TSWE 

(Fu et al., 2018) 

Weakly supervised topic 
sentiment joint model with 

word embeddings 

word embeddings 

HowNet lexicon 

Gibbs sampling algorithms 

Online reviews 

WSTM (Xiong et al., 2018) 

Word-pair Sentiment Topic 

Model 

Gibbs sampling Product reviews 

Union model 

(Ren et al., 2016) 

SVM 

bag-of-words, sentiment lexocons, 
PMI unigram lexicons, PMI bigram 

Twitter 
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lexicons, negation detection, 
elongated words  

Bayesian model 

(Farhadloo et al., 2016) 

Bayesian model with Low 

dimensionality  

TripAdvisor user 

reviews 

 

2.7 Identification of a Research Gap 

Recognising the limitations of published research is considered vital for providing readers with an 

accurate representation of the academic knowledge on the topic (Booth et al., 2016). The 

following section will present a critical assessment of analysed evidence, with the aim of 

recognising any collective gaps of knowledge, which the current research can address. 

As demonstrated by the previous section, there is a considerable number of significant studies 

that approach both topic modelling and sentiment analysis of short-form text (see Rao et al., 2016; 

Diamantini et al., 2019; Li et al., 2019; Ali et al., 2019; Huang et al., 2017; Zhang et al., 2016; 

Dong et al., 2018; Fu et al., 2018; Xiong et al., 2018; Ren et al., 2016; Farhadloo et al., 2016), 

which can be utilised as foundational knowledge in the process of system development. Lee et 

al.’s (2017) study is particularly relevant in that it demonstrates the necessity of user involvement 

in the process of model refinement and optimisation to improve accuracy and optimise output. 

Another highly influential piece is the study of Ibrahim and Wang (2019), where LDA analysis is 

used for topic modelling and subsequent sentiment analysis of Tweets, with the aim of evaluating 

retail service efficiency. The study demonstrates how business analytics through intelligent 

methods can be utilised for strategic improvements. Nonetheless, it is recognised that the models 

proposed as part of the paper can be improved considering the human involvement in topic 

identification and labelling (Ibrahim and Wang, 2019). Involvement of human agents is not desired 

as most industrial applications are moving towards full automation. 

In general, very few studies form the reviewed sample have recognised the role of topic extraction 

and sentiment analysis as means of extracting user preferences, and subsequently optimising 

marketing strategy (see Rao et al., 2016; Li et al., 2019; Wang et al., 2018; Howells and Ertugan, 

2017; Ravi and Ravi, 2015; Dang et al., 2016; El-Diraby et al., 2019; Farhadloo et al., 2016). 

Although the possibility of market prediction, using combined sentiment analysis and topic models 

has been analysed in the context of various industry settings, such as financial markets 

(Nassirtoussi et al., 2014), political events (Lozano et al., 2017), improvement of recommendation 

algorithms (Wang et al., 2018; Rosa et al., 2018; Xiao et al., 2019), retail (Ibrahim and Wang, 

2019), location-based sociological analysis (El-Diraby et al., 2019), airline service quality (Korfiatis 

et al., 2019) and social trends and viral topics (Li, Wu et al., 2018). However, it is recognised that 
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no studies have approached classifying topic models and sentiment of users as stages of their 

customer journey. Considering the potential marketing and business applications of this solution, 

it is proposed that the current research will address this knowledge gap. The following section will 

demonstrate the conceptual model that will be applied further. 

2.8 Conceptual Model 

The conceptual framework provides the methodological bases for development of the proposed 

experiment and system and analysis of findings. A theoretical model, i.e. a detailed analysis of 

what the proposed system should include will be provided in the following chapter. Figure 2.8-1 

(below) demonstrates the conceptual model of this research project and will be used as reference 

for the system development process and associated experimental activities. Next will be 

presented the Methodology chapter, which will demonstrate the protocols and procedures for the 

system development and associated experiments. 

Figure 2.8-1 Conceptual model of proposed research (methodological) 

 

2.9 Conclusion 

The Literature Review Chapter had the aim of reviewing recent publications in the areas of topic 

modelling and sentiment analysis of short-from text in a systematic manner, as well as discussing 

them in a critical manner, identifying and demonstrating the knowledge gaps that exist. As a result, 

a rigorous search strategy was developed, addressing these requirements. In total, 100 studies 

were reviewed, 78 of which identified following the database search and the rest through hand 

searching and reference list searching. The literature review demonstrated the suitability of 
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exploring topic modelling and sentiment analysis of short-form user or consumer generated text 

as means of customer journey stage classification. 
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3. CHAPTER III: METHODOLOGY 

3.1 Introduction 

3.1.1 Research Questions and Hypotheses 

In Section 1.5 (Chapter I: Introduction), the research questions were introduced. Prior to 

examining the applied methodology in-depth, a short discussion of the hypotheses that relate to 

each question will be provided. 

Question 1 asks: ‘Can a library-generated sentiment classifier replace a manual sentiment 

classification process efficiently?’. To address this question, the TextBlob library tool will be 

applied for sentiment analysis of the dataset. Its performance will be compared with the sentiment 

evaluation made by study participants, the results of whom will stand for manual sentiment 

classification. An alternative (lexicon-based) sentiment classification methodology will also be 

proposed. Although research directly addressing this research is not found, it can be argued 

based on other study results, that the current hypothesis supports the application and training of 

more advanced classification algorithms, e.g. ensemble learners as opposed to using the library-

based approach alone (Yan et al., 2017; Srinivasa-Desikan, 2018). This can be considered a null 

hypothesis, which will be opposed. 

Question 2 asks: ‘Which topic modelling technique can be considered most efficient for handling 

of short-form, user-generated social media textual data, with experimentation comparatively 

evaluating the performance of LSA and LDA for topic coherence and similarity with topics 

generated by humans on a small sample of the data?’. Previous research suggests that the LSA 

model is superior to LDA, when analysing movie reviews (Bergamaschi and Po 2014), which are 

longer of form, therefore that this can be taken as a null hypothesis. An opposing hypothesis is 

that LDA demonstrates superior performance on short-form text, affirming why it is so often 

chosen as a model for topic modelling academic research (see Section 2.3.2, Chapter II).  

The final question is: ‘Which classification technique can be efficiently applied to a web-extracted 

dataset with user-generated text to categorise the data entries into five categories that correspond 

with the user journey?’. The experiment involves comparative evaluation of supervised and 

potentially unsupervised model, depending on the performance of the former on web-extracted 

data. Logistic regression, Support Vector Machines (SVM) and Naïve Bayes are commonly 

mentioned in academic research for topic-sentiment classification (see Gupta et al., 2017; dos 

Santos and Ladeira, 2014), hence why they will be developed for supervised models. Considering 

the growth of using deep learning methods for working with short-form text, demonstrated in 

Chapter II, deep learning architectures will also be proposed. However, as the data that this study 
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will be working with is unlabelled, the application of an unsupervised (clustering) and semi-

supervised (lexicon-based) approach will be evaluated in contrast with manual classification.  

3.1.2 Deliverables 

The recent developments in the online availability of scientific knowledge and data, driven by the 

move from print to online publication of academic research, greatly support the formalisation of 

science (Soldatova and King, 2006). Although the traditional presentation of findings in the form 

of written natural language is still necessary, online publications allow authors to support the 

validity of their arguments through presenting the formal experiment data, publishing all data and 

associated metadata of a scientific experiment for posterity, allowing experiment repeatability and 

comparative analysis (Soldatova and King, 2006). Therefore, the intended deliverables include 

not only the written thesis, but also system development and optimisation code, analytics data 

from performance testing and participant testing, as well as a demo of the final model (post-

evaluation) in an screen-capture format, the latter of which will be presented in Chapter V. 

3.1.3 Chapter Structure 

This chapter aims to clarify, justify and rationalise all research design decisions, the ultimate 

purpose of which is to answer the research questions as clearly and efficiently as possible 

(Bloomberg and Volpe, 2018). First a research overview will be provided, in Section 3.2 

discussing the research philosophy, paradigm and strategy, with techniques and procedures 

explained in detail in Section 3.3.  Limitations, ethical considerations and an appraisal of the 

academic rigour of the research will be discussed as well towards the end of the chapter.  

3.2 Research Overview 

3.2.1 Research Philosophy 

The research philosophy demonstrates how knowledge is deemed as such and how the research 

process is conceptualised. The rationale for illustrating the research philosophy is the impact it 

has on both the way research is designed, as well as how results are interpreted. There are 

broadly two approaches to knowledge: objective and subjective, where the former is scientific and 

results-oriented, and the latter is exploratory and reason-searching (Davidson, 1996). Objective 

research is thus separated from society and does not concern itself with its diverse reality, but 

instead only serves to provide an understanding of raw data as opposed to subjective research 

where the cause and implications of a phenomenon are explored in-depth (Cooper and Schindler, 

2014). Objective research is transparent, highly accurate and often considered the more scientific 

of the two philosophies (Sarantakos, 2012), yet it is recognised that each research philosophy 

has its merits depending on the examined context. Objectivity is also considered to provide a 
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modest, focused understanding of a subject matter, as opposed to subjectivity, which aims to 

answer more broad questions. The philosophy of the current research is objective as it aims to 

answer the proposed questions in a quantitative, data-informed manner through a strategy of 

positivism, where a systematic observation of facts is made and logical reasoning is applied to 

interpret the data and findings, form and test hypothesis and report results (Quinlan et al., 2019). 

As a result, the impact of internalised beliefs and the cultural background of the researcher have 

no impact on the research design, execution and result interpretation – something, which is 

otherwise (i.e. in subjective research) commonly mentioned as a limitation (Chiu et al., 2010; 

Flick, 2014). 

3.2.2 Research Paradigm 

The research paradigm is the means of perception, otherwise a representation of beliefs and 

values in disciplinary research (Schwandt, 2001; Saunders et al., 2016). As such it guides the 

methodology of solving the problem at hand. There are several components of a research 

paradigm, each offering to the researcher various options as to how the research should be 

approached (Johnson and Onwuegbuzie, 2004).  

Part of the research paradigm is the ontology and epistemology. The ontology explains the 

researcher’s philosophical assumptions regarding reality in a social context (Goodson and 

Phillimore, 2004), whereas the epistemology refers to how knowledge is established as such 

(Patton, 2002). Three common world views (i.e. ontologies) are accepted in scholarly research: 

constructivism, objectivism and pragmatism (Goodson and Phillimore, 2004). The current 

research is conceptualised, planned, executed and interpreted under the philosophical 

assumption of objectivism, which separates the subject from the object, treating research as 

means of uncovering a universal, objective truth (Bernstein, 2011). The impact this has on the 

current research is that user-generated texts will be considered as data points, with the meaning 

and impact of user stories remaining unexplored and unaddressed. The epistemology centres 

around the understanding of knowledge, and how beliefs are justified and rationalised (Norris, 

2005), as well as what knowledge is deemed by the researcher as sufficient to answer the 

research questions (Saunders et al., 2016). Knowledge is established as such following statistical 

and quantitative validation, which is considered an aim at each stage of system development, as 

will be demonstrated further. Nevertheless, considering the scarcity of quantitative model 

evaluation techniques when working with unlabelled data, it is anticipated that model evaluation 

will require a degree of non-scientific result interpretation, i.e. qualitative analysis. 

The last part of the paradigm is the axiology, which generally explains the role the researcher 

plays in influencing the written piece, specifically the researcher’s awareness of how their values 



 
 

43 
 

and opinion might impact the reporting of results. It is recommended that the axiology is discussed 

as it assists in improving the transparency between the research author and the reader (Saunders 

et al., 2016). The researcher’s background in business studies and marketing influences the 

frame of research being more focused on demonstrating a real-world application to the proposed 

system, with it solving challenges that are present in the current marketing analytics process for 

companies such as MyCustomerLens (Appendix A), as well as in other industries, such as 

learning analytics, tourism, retail, which will be expanded on in Chapter V. It is considered that 

the demonstration of academic merit is within the complete system prototype development, which 

includes experimentation procedures, as well as the demonstration of implications for businesses 

following the introduction of the proposed short text user-generated data analytics system.  

Collectively, the decisions, related to the research paradigm indicate that the reasoning applied 

in the research process is inductive as opposed to deductive (Saunders et al., 2016; Feeney and 

Heit, 2007), with knowledge acquired through the stages of conceptualisation, modelling and 

analysis (Dodig-Crnkovic, 2002). The next section addresses the resulting research strategy. 

3.2.3 Research Strategy 

The adopted research strategy is an experiment as experiment designs are considered to be 

more rigid and scientific from a structural perspective, which enables replicability and greater 

validity of research (Saunders et al., 2016). As a result of the conducted experiment, data will be 

generated that illustrates the superiority of a combination of models, which can be used for 

comparative evaluation with manual task completion and analysed with reference to other 

research data (Tichy, 1998).  

Although a mono-method quantitative methodology is the natural extension of the research 

philosophy and paradigms explained above, considering the lack of labelled testing data, 

performance will be evaluated through a mixed methodology through cross-comparison with the 

performance of study participants. Qualitative interpretation of findings is necessary for the 

interpretation of topic models as a first instance of verification of topic coherence on unlabelled 

datasets, as affirmed by scholars in the field (Chuang et al., 2012; Wallach et al., 2009). The 

study’s time horizon is cross-sectional (Saunders et al., 2016), which is defined with the data, 

analysis and reporting being done at a single point in time. A resulting limitation is the lack of 

adaptability of findings to change, however, this risk is inevitable in fast-paced and dynamic 

research fields such as machine learning and NLP. In the following section, the techniques and 

procedures will be discussed in detail. To summarise the research ontology, based on Saunders 

et al.’s (2016) research onion is presented as Table 3.2-1, below. 
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Table 3.2-1 Summary of Research Ontology (adapted from Saunders et al., 2016). 

Ontology Layer Choice  

Philosophy Positivism 

Approach Deductive 

Methodological Choice Experiment 

Strategy Mixed Methodology 

Time Horizon  Cross-Sectional 

 

3.3 Techniques and Procedures 

3.3.1 System Requirements 

The required product functions, alongside their descriptions, functional and non-functional system 

requirements are summarised in the Table 3.3-1, below. This method of requirements reporting 

is consistent with IEEE Computer Society’s (1998, reaffirmed in 2009) guidelines for Software 

Requirements Specifications, with the rationale and aim of the system being affirmed previously 

in Chapter I, and the unique specifications of various components being detailed further in this 

chapter. This requirements catalogue can be used as guidance for the final system, with the 

current research providing a prototype system, based on the same requirements as a result of 

the project’s scope. Some notable out-of-scope activities for the current project are: (1) data 

labelling and (2) dynamic (real-time) access to social media, the former of which will affect the 

text classification techniques used. 

Table 3.3-1 System Requirements Catalogue Brief (adapted from IEEE Computer Society, 1999; 2009) 

Function Description Functional Requirements Non-functional 
requirements 

User-
generated 

Social media 
Text Extraction 

Extracting public data 
from a social media 

platform 

Enables dynamic data 
mining with access to public 

social media API 

 
Usability 

Reliability 

Performance 

Coherence 

Text pre-
processing 

Pre-processing data to 
allow application of 

machine learning models 

Cleans data from noise, 
inaccuracies, stop words 
and other frequent and rare 
words 
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Applies advanced feature 
extraction procedures that 
can be used by machine 
learners in subsequent 
stages 

Sentiment 
Analysis 

Identify the sentiment 
polarity of a given text 

Classifies sentiment polarity 
of texts 

Topic 
modelling 

Extract key topics that 
are coherent and usable 
for identifying key areas 

of concern for the 
business 

Requires an efficient, fast 
system that extracts 

coherent topic models 

 

Text 
Classification 

Classify text as one of 
five categories of user 

behaviour 

Requires system for 
manual/automatic data 
labelling for model training 

 

Requires a well-trained 
classifier to categorise texts 
with expert knowledge in 

relevant classes 

 

3.3.2 System Development 

3.3.2.1 Data mining and associated procedures 

Littman (2017) identifies four primary ways of acquiring Twitter data: retrieval from the public API 

(Application programming interface), finding an existing Twitter dataset, purchasing from Twitter 

and access or purchase from a Twitter service provider. Due to the lack of sponsorship associated 

with the project, no cost-associated activities are intended. Therefore, data was obtained through 

Twitter and Facebook’s public APIs through using an online data scraping service – Netlytic 

(Gruzd, 2016).  

Prior to explaining the procedure for data extraction, a rationale for choosing the social media 

platforms will be provided. Twitter is one of the most popular social media platforms, with research 

showing that users post more than 500 million tweets daily on average (Crannell et al., 2016; 

Öztürk and Ayvaz, 2018). The platform’s user base also accounts to and exceeds 22% of the 

internet users of the world, which offers an opportunity for instant, real-time market insight (Kayser 

and Bierwisch, 2016). Together, Facebook and Twitter are considered the most ‘crowded’ social 

media platforms and are thus most commonly used in social media analytics and NLP research 

(Salloum et al., 2017). With the growth of popularity of these platforms, their use has transitioned 

from solely a platform for sharing life updates with friends and family to a tool for direct 
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communication with companies, word-of-mouth and network marketing (Rybalko and Seltzer, 

2010; Einwiller and Steilen, 2015), which is especially relevant for the current research. Such data 

is an opportunity for NLP as it represents a digital trace of B2C and C2C communication, which 

can be utilised to create an overview of the user, their relationship with the organisation, and their 

user journey, all based on their publications.  

Netlytic (Gruzd, 2016) extracts data through social media website’s public APIs, specifically 

Twitter’s REST API v1.1 and Facebook’s Graph API v2.7 (Gruzd et al., 2016; Gruzd, 2016). A 

limitation of this service is the limits that exist for data extraction, i.e. up to 1000 tweets per query 

for Twitter, and up to 2500 posts for Facebook, with the latter returning posts and replies for public 

Facebook groups, pages, events or profiles. With Facebook, however, a further limitation is 

applied of the 100 top level posts from a page, as well as up to 25 replies per post (Gruzd, 2016). 

Considering these limitations, the technique used to extract relevant information was keyword 

search, which is a popular data mining procedure for social media posts (Ampofo et al., 2015; 

Gruzd et al., 2016). This was complimented by searching for Facebook posts, where users have 

mentioned insurance company names or commented on insurance companies’ corporate 

publications. The rationale for this being that a large number of users at various stages of their 

customer journey would use a corporate social media page (on Facebook) or profile (on Twitter) 

as a platform for direct interaction with the organisation (Rossmann and Stei, 2015; Einwiller and 

Steilen, 2015), with examples including asking specific questions about the company’s prices 

(indicating the user is at the information search stage), the user’s own policy or experience 

(indicating they are in a current relationship with the organisation) or advocating for or against 

using a company (indicating a post-evaluation stage). To see the complete procedure used for 

data extraction from Twitter and Facebook, including relevant keywords, search terms and 

companies, whose mention was specifically sought, please refer to Appendix Data Extraction 

Procedure: Limitations, Stats and Queries, TablesTable D-5.7-2 (for Facebook) and Table D-5.7-3 

(for Twitter). 

3.3.2.2 Data pre-processing 

As in the previous section it was explained that Netlytic extracts both the publications, and 

comments left on those publications, the data was first and foremost rid of corporate posts. In 

addition, although the service captures contextual information for the user, which can be used to 

demonstrate the user’s influence and how their tweets can potentially impact the organisation or 

other consumers, such information has been stripped from the training dataset, with only the 

publications themselves being used in the final dataset of the current research. This also enables 

identity protection and anonymity of the users, whose posts have been included in the dataset. 
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With a similar goal, as well as to optimise the model’s performance, usernames have also been 

removed from the corpus (Gupta et al., 2017). Retweets and duplicate posts have also been 

removed to reduce the noise in the data (Gupta et al., 2017). Following these procedures, the 

dataset size reduced from 44,207 individual text entries to 16,269 entries. 

Although a great volume and variety of data is being generated daily, textual data extracted 

directly from social media websites is unsuitable for machine learning analysis unless it has been 

prepared for this purpose (Srividhya and Anitha, 2010). Although, it is worth noting that some 

studies that test the effect of pre-processing techniques on the performance of sentiment analysis 

models conclude that the pre-processing does not result in significant improvement of 

performance (dos Santos and Ladeira, 2014), generally it is considered that this step is important 

as it results in clarity of input data for the learning algorithm, consequently impacting the 

processing speed and the accuracy of output (Srividhya and Anitha, 2010). Exploration and 

preparation of data involves, but is not limited to writing functions for filtration of noise from data, 

setting up the development environment, scaling and encoding, guidance for which has been 

extracted from the academic texts of Géron (2017), Chollet (2018), Nielsen (2015), Goodfellow et 

al. (2016), Russell and Norvig (2016) and Berry and Linoff (2004). Such a process is commonly 

referred to as pre-processing and it broadly includes three main steps: term/object 

standardisation, noise reduction and word normalisation, each of which consists of various text 

analysis operations that must be performed (see Figure 3.3-1 Data Cleaning Pipeline, below). 

The methodology of each procedure will be described briefly in the following paragraphs.  

Figure 3.3-1 Data Cleaning Pipeline 
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The first step of pre-processing is transforming all user-generated text into lowercase. This is 

done to avoid the processing of the same words differently, e.g. ‘insurance’ and ‘Insurance’. To 

reduce the size of training data, punctuation and hyperlinks are also removed as they do not add 

any information that is valuable for the analysis (Sun et al., 2014). This process is referred to as 

terms standardisation (dos Santos and Ladeira, 2014). 

Stopwords are commonly occurring functional words, which are frequently used but carry no 

information (e.g. pronouns, prepositions, conjunctions) (Srividhya and Anitha, 2010; Sun et al., 

2014; dos Santos and Ladeira, 2014). In the English language, there are many such words, and 

filtering them allows for data handling and time efficiency (Hardeniya et al., 2016; Srinivasa-

Desikan, 2018). To affirm the necessity of removing stopwords, the following Figure 3.3-2 is 

attached, which shows the prevalence of such words in individual dataset entries, with the majority 

of texts containing between 5-15 stop words each. The NLTK (Natural Language Toolkit) Python 

library has various packages that support text pre-processing, including a stopwords pre-defined 

library (purpose (Gupta et al., 2017; Sarkar, 2016), that has been utilised for the purpose. 

Figure 3.3-2 Stopwords Count in Individual Text Entries 

 

While stopword removal eliminates high frequency words in the general language, there might be 

high frequency (common) words in the dataset, which are contextual. Keeping such words in the 

dataset can lead to skewed results, with the assumption of this being that frequent words are not 

informative for category prediction (Srividhya and Anitha, 2010). Similarly, rare words in the 

dataset can be considered as outliers due to the association between them and other words being 

dominated by noise (Sarkar, 2016; Srinivasa-Desikan, 2018). Prior to removing the most common 

and rarest words in the dataset, they were looked in to, to affirm the rationale of this procedure 

(see Table 3.3-2 below). From the most common words, it is evident that the only word with 

significantly disproportionate frequency is ‘insurance’, the instances of which have been removed 

to avoid skewing of the models’ results. All words from the least common list have been removed. 
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Table 3.3-2 Most common and Least Common Word List 

Most common 
words 

Frequency Least Common 
Words 

Frequency 

insurance 13684 problemâ   1 

car 2481 predicted 1 

policy 2481 httpstcocil0dfseb4 1 

rt 1804 httpstcop5xzbgkvm3     1 

life 1171 illustrate             1 

Insured 1755 overs                  1 

Get 1683 ðÿeveryone   1 

Health 1458 blogwhatever    1 

new 1410 tytarmy3 1 

Company 1350 takethatgravity 1 

umbrella 1257 abha 1 

Help 1245 philkhfc 1 

Im 1217 fsahsa 1 

Coverage 1125 ðÿµðÿ¹â               1 

Amp 1112 sakz5th 1 

Business 1021 prof_noface            1 

Looking 993 ucl 1 

One 970 driverside 1 

would 962 testâ 1 

Pay 933 crescenteagle   1 

 

When working with user-generated social media text, research has demonstrated the importance 

of spelling correction, which helps reduce the multiple copies of the same word (Sun et al., 2014; 

Clark and Araki, 2011). To perform spelling correction of the data, the Textblob Python library has 

been used. A limitation of using this method is that it takes a long time to process the task, as well 

as such an approach not being as accurate when compared to manual correction. Nonetheless, 

it is a preferred method when working with high-volume datasets of user-generated social media 

data. 

Tokenization is the process of dividing text into a sequence of words or sentences that carry 

meaning (Clark and Araki, 2011; Vijayarani and Janani, 2016). The Textblob library has been 

used for this again, which performs the function of transforming the text into a blob, and 

subsequently converting it into a series of words (Vijayarani and Janani, 2016). A limitation of 

TextBlob is that it cannot tokenize special characters (Vijayarani and Janani, 2016), however this 

was accounted for in previous steps.  

Lemmatization is a method that converts the word into its root word, which is considered a more 

effective pre-processing alternative to stemming, for example, which only removes the suffices of 

words and is more frequently used in academic research (see dos Santos and Ladeira, 2014; Sun 

et al., 2014). Lemmatization has a comparatively more advanced method as it uses a vocabulary 
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to perform a morphological analysis to obtain the root word and uses that word instead; however, 

studies show that it is traditionally used for linear text classification systems (Camacho-Collados 

and Pilehvar, 2017; Bird et al., 2009). 

3.3.2.3 Data exploration and Feature Extraction 

Although the operations, described in Section 3.3.2.2 are sufficient to prepare the text for a 

machine learning NLP model, additional steps have been taken for familiarisation with the dataset, 

which can later be used in the process of system fine-tuning and performance optimisation 

(Srinivasa-Desikan, 2018). These procedures can be summarised in two categories: basic and 

advanced feature extraction (see Figure 3.3-3, below).  

Figure 3.3-3 Feature extraction pipeline 

 

Basic feature extraction serves well for familiarising oneself with data, with notable aspects of the 

dataset following pre-processing demonstrating that the combination of data sources (i.e. Twitter 

and Facebook) resulted in a variety of texts in respect of the word count and character count in 

each text, as demonstrated by Figure 3.3-4, below. 
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Figure 3.3-4 Data entries individual count of words per entry (left) and characters per entry (right) 

 

The most frequent words in the dataset have been plotted in the word cloud below (see Figure 

3.3-5). It can be seen from the words plotted that there are various instances of words that express 

semantic characteristics, e.g. avoid, great, good, better, as well as such that can be potentially 

used for user journey class specification, e.g. looking, need. 

Figure 3.3-5 Most Frequent words in the Dataset, represented in a Word Cloud Format 

 

Considering the importance of advanced feature extraction procedures for training text 

classification algorithms, in the following paragraphs the rationale and potential application of the 

techniques shown previously in Figure 3.3-3 will be discussed. 
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The Term Frequency (TF) factor affects the importance of a term in the document and is frequently 

discussed in pair with Inverse Document Frequency (IDF) (Srividhya and Anitha, 2010; Bonzanini, 

2016). TF is measured for each word and is a mathematical weight representation of the 

distribution of this word in the document, whereas IDF measures the frequency of each word in 

the text corpus (Srividhya and Anitha, 2010), or in the current case – collection of user-generated 

texts. Collectively, the TF-IDF ratio is very useful for text analysis that involves sentiment analysis 

as it penalises words that are frequently occurring such as ‘don’t’ or ‘can’t’, but instead gives high 

weights to words such as ‘disappointed’ since they carry contextual information, useful for 

determining the sentiment of the text (Thanaki, 2017). A sklearn function has been used to directly 

obtain TF-IDF vectors. 

N-grams are combination of words, with N representing the number of words in the combination. 

N-grams, where N=1 are referred to as unigrams, with bigrams and trigrams representing 

combinations of 2 or 3 words, respectively (Gupta et al., 2017). Unigrams are less commonly 

used as they contain less information as opposed to bigrams or trigrams. The rationale for using 

n-grams is that they capture the means of expression and the language structure, which can as 

a result enhance the fit of the machine learning model (dos Santos and Ladeira, 2014). 

Consequently, longer n-grams contain greater contextual information that shorter ones, however 

considering the short nature of user-generated text on social media websites, n-grams longer 

than trigrams will not be representative of the majority. The Textblob Python library has been used 

to extract n-grams. 

Word embeddings are vector representations of text. They are used with the aim of extracting 

patterns from the corpus, with the underlying idea being that words that are similar will have a 

minimum distance between their vectors. They are dense, relatively low-dimensional and learned 

from the data at hand (Chollet, 2018). The standard methodology of vectorisation is shown in 

Equation 3.3-1, below. Word2vec is commonly used in NLP, however a limitation that researchers 

often face is the lack of data to train the word2vec model on. As a result, pre-trained word vectors 

can be used for optimising model performance. Different vectors have been trained on wiki data 

in various dimensions, which are made publicly available through GloVe (see Pennington et al., 

2014), which is often used in research to obtain global-level representation of words to 

summarization (Thanaki, 2017; Srinivasa-Desikan, 2018; Chollet, 2018). For the current research, 

the 100-dimensional version of the model has been used, which when trained on the social media 

dataset enables vector representations for specific words and phrases.  
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Equation 3.3-1 Vectorisation Methodology 

 

 

3.3.2.4 Sentiment Analysis Experiment Design 

Sentiment analysis, as previously discussed in Section 2.4, Chapter II: Literature Review, is a 

task, where computation is performed on sentences to determine whether they express a positive, 

negative or neutral sentiment (Hardeniya et al., 2016). Sentiment analysis has been performed 

on the dataset, using the Textblob library, which function returns a tuple, representing the polarity 

and subjectivity of each individual user post, with sentiment indicated as a value nearer to 1 (i.e. 

positive) or nearer to -1 (i.e. negative). It is acknowledged that various algorithms, libraries and 

models can be used for more advanced sentiment analysis, however for the purpose of system 

prototyping, Textblob sentiment analysis is preferred due to its simplicity and speed of 

implementation (Srinivasa-Desikan, 2018). This type of method is categorised as lexicon-based 

sentiment analysis, with more advanced approaches being machine learning-based or hybrid (see 

Madhoushi et al., 2015). 

In the build of a real-life application, this technique should be replaced with a more advanced 

model, such as Naïve Bayes, and even neural networks (Srinivasa-Desikan, 2018). In the current 

experimentation, the application of a Naïve Bayes model is also ensured, yet only for 

demonstration purposes, i.e. working with a small, self-defined semantic dictionary. To briefly 

summarise, the Bayes theorem is a way of calculating posterior probability P(c|x) from P(c), P(x) 

and P(x|c), as demonstrated in Equation 3.3-2 (below), where: 

• P(c|x) is the posterior probability of class (c, target) given predictor (x, attributes); 

• P(c) is the prior probability of class; 

• P(x|c) is the likelihood which is the probability of predictor given class; 

• P(x) is the prior probability of predictor (Rish, 2001). 

 



 
 

54 
 

Equation 3.3-2 Naive Bayes theorem 

 

3.3.2.5  Topic Modelling Experiment Design 

In terms of topic modelling, considering the prevalence of LDA and LDA-hybrid methodologies in 

academic literature, demonstrated in Section 2.3.2, Chapter II: Literature Review, it has been 

chosen as one of the methodologies that will be assessed. Considering its underpinning 

assumption, i.e. that words in documents have underlying probabilistic distributions, which are 

used for topic discovery (Srinivasa-Desikan, 2018), another such model will be used for 

comparative evaluation – the LSA (Latent Semantic Allocation). LSA extracts and represents ‘the 

contextual-usage meaning of words by statistical computations applied to a large corpus of 

documents’, and is praised as ‘a simple and efficient procedure for extracting topic representation 

of associations between terms from a term-document co-occurrence matrix’ (see Bergamaschi 

and Po, 2014: 252-3). Nonetheless, the model has been criticised for assuming a Gaussian 

distribution of the terms in the documents, which might not be the case for all documents, not 

handling non-linear document dependencies well, and utilising a Singular Value Decomposition 

(SVD), which is computationally intensive and hard to update as new data comes up (Joshi, 2018). 

These criticisms are shared by Bergamaschi and Po (2014), who analyse comparatively the LDA 

and LSA models on a movie review dataset. The current research builds on their experiments, as 

it provides an opportunity to test their performance on short-form, unstructured and significantly 

noisier data. Equation 3.3-3, below shows the matrix decomposition of both models 
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Equation 3.3-3 Matrix decomposition of LDA and LSA topic modelling techniques (Bergamaschi and Po, 2014) 

 

3.3.2.6  Text Classification Experiment Design 

In terms of text classification, Error! Reference source not found. (below) illustrates the models 

involved in the experiment. Specifically, text classification methods will be evaluated – (1) a 

supervised approach, using a shallow or deep learning methodologies, (2) a semi-supervised 

approach, using probabilistic classification and (3) an unsupervised approach, using a clustering 

algorithm. As evident from the figure, the advanced feature extraction explained previously will be 

used as part of the training for shallow learners, with each being trained on TF-IDF n-gram 

vectors, word level vectors, character level vectors, and word embeddings, with the exception of 

Support Vector Machines (SVM), which will only be tested on N-gram TF-IDF. Logistic regression, 

SVM and Naïve Bayes were chosen due to their prevalence in academic literature (see Gupta et 

al., 2017; dos Santos and Ladeira, 2014) in the context of classification. The development for 

deep learners will also be made as a result of the promise such models have demonstrated in 

previous academic research. This development will be completed and attached as Python code; 

however, its implementation and evaluation is out-of-scope for the current project, considering the 

lack of labels of the working dataset. 
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Figure 3.3-6 All text classification models, developed as part of the current research, arranged by approach type 

 

Instead, prototyping will be done using the semi-supervised and non-supervised approaches 

demonstrated in Error! Reference source not found. (above). Naïve Bayes machine learning 

(introduced earlier, see Equation 3.3-2) has recently gained popularity in the context of text 

classification (Xu, 2018). It offers a semi-supervised probabilistic classification approach, based 

on a pre-defined dictionary, holding class descriptors. K-means clustering will also be applied on 

a test dataset to demonstrate the potential application of this model as well. 

3.3.3 System Optimisation and Testing 

3.3.3.1  Comparative Performance Evaluation Procedures 

Machine learning experiments are typically criticised for testing on a few, pre-defined 

characteristics as opposed to using parametric (e.g. T-test and ANOVA) and non-parametric tests 

(e.g. Wilcoxon, Friedman, Quade) (Fernandez-Lozano et al., 2016; García et al., 2010). Statistical 

testing is challenging with lack of evaluation data and procedures when working with unlabelled 

data. Nonetheless, following the Fernandez-Lozano et al.’s (2016) critical analysis, the 

incorporation of external cross-valuation is integrated through human-agent evaluation of the 

system’s performance, the protocol of which will be detailed below. Overall, however, the analysis 
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of results will be made in a qualitative manner, demonstrating storytelling through available data, 

collected from the performance of ML models and the performance of study participants on the 

same tasks as opposed to through statistical testing. The aim of the analysis is thus considered 

to be the evaluation of coherence of the results from various experimental procedures. 

3.3.3.2 Potential for System Optimisation and Parameter Fine Tuning 

There are some areas that have been identified as suitable for system optimisation and fine 

tuning. Firstly, when using a Naïve Bayes algorithm for sentiment classification, a more 

comprehensive semantic dictionary can be applied to ensure a more expert system. In terms of 

the lack of labels on data, Chollet (2018) recommends the use of self-supervised learning and 

autoencoders, which is something that can be explored as a continuation of this project. Transfer 

learning is another method that can be explored to improve the performance of classifiers, with 

many datasets and machine learning problems that exist suitable to provide a good foundation 

for the current system.  

3.3.3.3 Comparative Performance Evaluation through Human-agents 

Performance evaluation with participants will be performed through the distribution of an online 

survey, which will display texts and task users with the same goals as the machine learners, 

namely – to classify sentiment as positive, negative or neutral, identify the topics of the given text 

and perform classification into one of the customer journey classes. Surveys enable gathering the 

opinion of members of the public through direct communication, with participants being 

encouraged to answer questions in a truthful manner (Zikmund and Babin, 2012). The technique 

is cost- and time-efficient as it enables a quick sense-check of the system’s output in a quantitative 

manner. 

Table 3.3-3 (below) shows a summary of all associated methodological decisions that concern 

the use a survey-based data collection approach as part of academic research. The results from 

the survey and human-agent evaluation will be presented and discussed in-depth as part of 

Chapter IV. 

Table 3.3-3 Methodological Desicions concerning survey experiment with human participants (a summary) 

Design Aspect Choice Rationale 

Ethical Approval Received on 07.08.2019 from 
University of Strathclyde’s Ethics 
Committee for CIS postgraduate 
research 

N/A, detailed protocol 
attached as Appendix E 

Research Protocol  Appendix F N/A 
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Aim Perform the same task as the 
system, on a smaller scale 

Comparative Evaluation of 
Performance  

Sampling Method Selective/ Purposive (based on 
behavioural criteria), 
Convenience, 
Random 

Statistical validation, 
Quantity of responses, 
Diverse pool of 
respondents, 
Variety of methods used to 
minimise bias  
(Collins, 2010; Dillman and 
Bowker, 2001; Tongco, 
2007) 

Recruitment Social media Personal Network 
and Special Interest Networks, 
including ML, data analytics and 
others 

Convenience, 
Speed, 
Efficiency 
(King et al., 2014; Rife et 
al., 2016) 

Obtaining 
Permission 

Electronic Consent Form N/A, form attached as 
Appendix G 

Question Types Open-ended, 
Closed-ended  

Ensuring opinion and 
expression are fully 
captured (Converse and 
Presser, 1986) 

Survey Availability 
Period 

08-11.08.2019 Research Scope, 
Time Availability 

Software Used for 
Data collection 

Qualtrics Service Quality, 
Availability through 
University of Strathclyde 

Software Used for 
Data Analysis 

Excel, 
Qualtrics, 
Python Visualisation 

N/A 

 

3.3.3.4  Prototype Development 

Following the concept validation and the relevant stages needed for system development and 

testing, a Graphical User Interface (GUI) prototype system design will be created in a digital 

platform to represent the client UI. Considering the growth of mobile internet users, discussed 

earlier in Chapter I, the most suitable mode of delivery of the created solution has been 

determined to be through a mobile application, which links with a corporate social media account 

and directly extracts sentiment, topics and performs text classification. The design of this system 

will be performed in Adobe Photoshop and XD, with visual appeal being an imperative, stemming 

from academic research suggestions that the visual appeal and UI quality of a prototype system 

can influence purchase decision of users (Wells et al., 2011; Chowdhury, 2019). Thus, a user-

centred design approach has been adopted for the demo prototype development, which considers 

the client being a business organisation, looking to perform market analysis using social networks 

through opinion mining. 



 
 

59 
 

3.4 Limitations of Research 

The primary experienced limitation throughout this research project was the lack of appropriate 

data, i.e. large in size and labelled for the tasks at hand. This is recognised in academic research 

as a common challenge in machine learning projects (Chollet, 2018, Bird et al., 2009). Although 

throughout the experimental procedures alternative systems were tested to demonstrate a 

potential system implementation, a manual labelling of data has not been attempted beyond a 

small sample of texts (100 data entries) due to this being a time-consuming task that is out-of-

scope for the current project.  

Some limitations stem from the data extraction methodology applied. Considering that keywords 

are used for data extraction, it is recognised that the dataset, used as part of the research is an 

imperfect representation of the consumer market in the given field. A further limitation is the 

restriction of data extraction from social networks as a result of API restrictions, which is a 

challenge commonly shared in the research field (Sapountzi and Psannis, 2018). Finally, it is 

recognised that the dataset although pre-processed still contains noise in the sense that not all 

texts are consumer generated (some are corporate tweets), and not all relate directly to B2C 

insurance. 

A few limitations follow from the chosen research design. First, a lack of understanding exists of 

the links between topic models and text sentiments, which is shared in this type of research, as 

noted by Mei et al. (2007). Second, the limitation of time set the scope of development, resulting 

in a prototype of system, code and demonstration, with subsequent real-world implementation 

requiring a significant amount of development and system improvement. However, this research’s 

aim being to find an optimal combination of existing models that can withstand comparative and 

participant evaluation tests, and simultaneously solve the given business problem. The rationale 

for doing so being the lack of a current method of solving this problem. It is believed that future 

research can address the system optimisation and fine-tuning recommendations made 

throughout this chapter and the analysis of results. 

3.5 Ethical Considerations 

The axiology, or otherwise the ethical considerations taken as part of research that requires 

human participants is a vital part for assessing the academic merit (Patton, 2002). The following 

paragraphs discuss the ethical concerns identified at the start of this research project, as well as 

how they have been handled. 

For compliance with GDPR (2018) even social media user-generated data, extracted from a 

public repository requires permission to be obtained. This is ensured through extracting data from 
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public APIs, which enables the application to be classified as third-party, for which users have 

provided relevant access permissions as part of the platforms’ terms and conditions. 

The ethical treatment of participants in the system evaluation experiment must be ensured at all 

times throughout the experimentation period. To ensure this, ethical approval from the Ethics 

Committee in the University of Strathclyde has been obtained, for which a research protocol has 

been submitted, where all associated procedures and measures taken as part of the evaluation 

process are listed. Specifically, as part of the survey participants have been informed of their 

rights in relation to the experiment, and also given the option to withdraw their participation at any 

time prior to submission of their completed survey answers. 

Participant anonymity has kept throughout, with no personal or identifiable data being collected 

or stored, which ensures compliance with GDPR (General Data Protection Regulation) (2018), 

ESRC’s (Economic and Social Research Council) ethical guidelines of 2015, as well as with 

academic research guidance for conducting online surveys (see Cooper and Schindler, 2014; 

Johnson and Rowlands, 2012; Flick, 2014) and for using social media data for data analytics 

system development (see Taylor and Pagliari, 2018). In order to assist the evaluation of research 

merit, however, participants have been instructed that their system evaluation sheets and all other 

project-related data, generated from the survey will be kept and published as part of this project’s 

completion. 

3.6 Evaluation of Academic Rigour 

3.6.1 Replicability 

Replicability of the current research is ensured through providing supporting documentation that 

illustrates the processes followed at all stages of the research, specifically a summary of research 

strategy for the literature review (Appendix C), a summary of the data extraction procedures, 

search terms and APIs (see Appendix D), associated code for model development (submitted 

with thesis), the protocol followed for human-agent performance evaluation and the survey 

created with associated response data (see Appendices F and H, respectively ).  

Running multiple tests allows categorisation of observations and limits the risk of factorial 

dependency (Japkowicz and Shah, 2011). Reporting on settings ensures that the experiment can 

be conducted again for external validation. Using the same ‘random seed’ (=122) during training 

is another method of ensuring replicability. Both have been considered throughout all 

development and experimentation procedures. 
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3.6.2 Reliability and Triangulation 

Reliability measures whether the study’s results can be repeated in another environment (Yin, 

2003; Mason, 2002). Triangulation is defined as cross-use of two or more independent sources 

of data or data handling approaches, which are used to corroborate research findings within a 

given study (Stebbins, 2001; Buchanan and Bryman, 2009; Saunders et al., 2016; Bell et al., 

2018). Testing using a mixed-method approach ensures reporting of results, which are validated 

through comparative analysis. The methodologies chosen for experimentation are selected in a 

manner that provides opportunity for triangulating results from the current experiments with other 

academic literature. 

3.6.3 Validity and Generalisation 

Validity measures the extent to which the research question is addressed into the methodology 

(Lewis and Ritchie, 2003; Mason, 2002). Validity of results will be ensured through user cross 

validation (Fernandez-Lozano et al., 2016). Moreover, a constant comparative method is used 

throughout the analysis of results process, which allows for any inconsistencies to be brought to 

the reader’s attention (Lewis and Ritchie, 2003; Glaser and Strauss, 1967).  

In order to ensure model generalisability (otherwise referred to as external validity), the 

classification problem will be shaped to minimise the probability of mis-classification errors during 

training, allowing minimisation of the potential of overfitting the given data (Japkowicz and Shah, 

2011). A common concern is the lack of system application in external domains, however, the 

system designed as part of this research can be utilised for solving a variety of real-life business 

problems in a number of domains. Please refer to Chapter V: Conclusion and Recommendations 

where the future research opportunities are discussed in greater detail. 

3.7 Conclusion 

In short, this chapter has detailed the methodology used to answer the research questions. The 

discussion delivered both a holistic research overview with rationale for relevant choices, as well 

as a detailed explanation of all associated techniques and procedures, the limitations of study, 

ethical considerations and methods used to ensure academic rigour. Next, follows the Analysis 

Chapter, where the results from all experimental procedures will be presented and discussed in 

light of the current and other academic research. 
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4. CHAPTER IV: ANALYSIS 

4.1 Introduction 

The following chapter will present the results from all conducted experiments and provide analysis 

and interpretation of the findings. The insight will be linked with previously posed research 

questions in short discussions throughout the chapter, where various components of the system 

are assessed. 

Following the distribution of a survey, a total of 58 responses were recorded, some of which upon 

evaluation appeared to be partial. Nonetheless, the data from all entries was analysed per 

individual question. All responses, alongside the questions, which participants were asked are 

linked as Appendix H. Figure 4.1-1, below shows the age distribution of the participants in the 

survey, whereas Appendix I demonstrates a location map of respondents, who took part in a 

browser mode that enables location tracking. The collected demographic data demonstrates a 

good age distribution, with no majoritarian group, whereas the location data shows evidence of 

respondents from the UK, Germany, US, Bulgaria, Poland and Czech Republic. 

Figure 4.1-1 Age Distribution of Survey Participants 

 

The chapter is organised as follows: first, sentiment analysis experiment results are discussed in 

Section 4.2, where data from model development and survey responses are collectively 

discussed, followed by topic modelling and text classification results, in Sections 4.3. and 4.4, 

respectively. Each of those sections will present results from technical performance evaluation, 



 
 

63 
 

as well as from the human-agent performance evaluation. Important insights and challenges will 

be highlighted throughout. 

4.2 Sentiment Analysis Experiment Results 

4.2.1 Presentation of Results 

Considering the lack of sentiment analysis labels, the first task of the experiment was to use a 

textblob library to extract sentiment. The histogram of sentiment polarity attached as Figure 4.2-1 

(below) demonstrates that just over a third of texts express a neutral sentiment polarity.  

Figure 4.2-1 Histogram of Sentiment Polarity, extracted from Textblob sentiment classification 

 

For further visualisation of the performance of text blob sentiment analysis, the table below is 

attached (Table 4.2-1), which shows generated word clouds from term frequency words from texts 

that have been labelled with extreme negative or positive sentiment (-1 or 1, respectively). 

Considering that the size of the words in these visualisations corresponds with the frequency of 

word use and the histogram in the previous Figure 4.1-1 shows that comparatively extreme 

positive texts are more than extreme negative texts, it is interesting to note that there is a greater 

vocabulary consistency where negative sentiment is expressed. An interesting characteristic is 

the use of negative sentiment-intense adjectives, e.g. terrible, worst, disgusting, insane, pathetic. 

Likewise, some of the key terms according to the size in this visualisation shows the prevalence 

of texts mentioning a company, claim, car, service, money and people. Contrastingly, company, 

car and life policy do appear to be more frequently used than other positive words in the extreme 

positive sample, however in comparison to the negative word cloud their importance is lesser.  
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Table 4.2-1 Word cloud with negative (left) and positive (right) sentiment polarity, extracted from textblob classification 

Wordcloud with most frequent words from texts 

with negative sentiment 

Wordcloud with most frequent words from texts 

with positive sentiment 

  

 

To demonstrate an alternative means of extracting sentiment, a prototype Naïve Bayes algorithm 

was applied with a self-defined dictionary provided the following result, however it can be argued 

that this can be improved significantly through integration of external semantic dictionaries. 

Contrastingly to the textblob evaluation of semantic features, this model classified the majority of 

texts as positive (see Figure 4.2-2, below). Furthermore, in comparison to the textblob distribution, 

the Naïve Bayes algorithm classified a similar number of texts as negative, namely 1,344 texts 

from a total of 16,269 in comparison with just under 2,000 text for textblob. 

Figure 4.2-2 Naive Bayes sentiment classification result 

 

4.2.2 Comparative Analysis of Automatic and manual sentiment Classification 

The following Table 4.2-2 presents comparative analysis of automated sentiment analysis using 

the textblob library versus sentiment analysis from the survey participants on the same texts. The 

automatic and manual sentiment analysis of these texts agreed 4 out of 9 times. Wherever there 

0 0.2 0.4 0.6 0.8 1

Positive

Negative

Positive Negative

Classification Result 0.91357797 0.082611101

Naive Bayes Classification Result
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was a disagreement, a significant error was made by the automatic analysis from a business 

standpoint in example texts 3 and 8 (in red), which demonstrates the necessity to implement 

system fine-tuning or an alternative, more advanced method. The remaining 3 cases (i.e. where 

there was a disagreement, and the automatic classifier was not severely wrong; texts 1, 5, 7 

(yellow colour)), demonstrate in two of the cases (text 1 and 5) that the survey participants show 

a less unified response in their classification data. 

Table 4.2-2 Comparative Analysis of results from manual and automated (lexicon-based) sentiment classification on 
selected user-generated texts 

User-generated text 
TextBlob 
Classific
ation 

Human-
agent 
Classific

ation 

# of 
Resp
onses 

Response distribution 

(top = positive, middle = neutral, 
bottom = negative) 

In the worst case of flooding, I hope to 
get a She Shed with my insurance 

money. #HurricaneBarry2019 
#HurricaneBarry 

Positive 

(=1) 
Neutral 36 

 

@COMPANY Worst insurance 
company I have ever seen. As per my 

experience they don't provide the 
offered insurance amount . It's a trap 
for the customers. They just loot the 
people. I don't get how @USER has 
allowed such companies to operate 

their business 

Negative 

(=-1) 
Negative 32 

 

@COMPANY @USER We are trying 
our best to get a life. To get a roof-to 

get walls-to get the insurance to 
return our calls. All the while being 

told to 'get over it'. 

Positive 
(=1) 

Negative 28 

 

Check out the easiest and quickest 
way to find affordable coverage with 

us. It only takes a few minutes to 
compare the best quotes from a 

variety of providers, giving you the 
most choice when it comes to finding 
your home insurance policy. [link] 

  

Positive 
(=1)  

Positive 26 

 

@USER Thankfully her kids aren't in 
school yet and the insurance 

company finally gave her a rental. But 
yeah, the complication of it all is a 

pain in the ass. And she's JUST back. 

Neutral 
(=0) 

Negative 27 

 

Does @COMPANY have an accident 
policy? I know @COMPANY does 

and you are insured as a rider. As a 
rider with @COMPANY, are you 

insured in the case of an accident? 

Neutral 
(=0) 

Neutral 25 
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4.2.3 Discussion of results 

When comparing the findings with those of other researchers, a rationale for inconsistencies can 

be provided in the degree of subjective interpretation of texts, which can skew both study 

participants and sentiment-based approaches’ results (Rosenthal et al., 2015). Language 

ambiguity is a challenge, especially relevant for short-form texts, as affirmed by academic 

research (Chen et al., 2011; Rao et al., 2016; Ittoo et al., 2016). The textblob library approach 

also fails to capture semantic relationship of words, further hindering performance (Sriram et al., 

2010; Tang et al., 2019). As discussed previously in Chapter III, this model is useful for prototyping 

purposes only, yet has produced good performance considering the implementation speed and 

ease. 

4.3 Topic Modelling Model Evaluation 

4.3.1 Presentation of Results 

With LSA topic modelling, which uses SVD – a matrix factorization method, which represents a 

matrix as a product of two matrices, 19 topics were extracted with the key words contributing to 

each one illustrated in Table 4.3-1, below. Mathematic evaluation of this model is not currently 

supported in Python, and interpretation of coherence arguably requires expert knowledge is 

needed in the domain. Nonetheless, from a business marketing point of view, it can be argued 

that these topics affirm that consumers would seek advice regarding their insurance cover (e.g. 

topics 6, 8, 12, 13, 14), with price (‘cheap’ (topics 17, 19), ‘money’ (topic 5)) being a commonly 

featured term. The results also demonstrate that cover is often discussed online, as well as life 

The wife got her dream car today 
(aside from a G-Wagon) Insured by 

@COMPANY #BIGCoverage 

Neutral 
(=0) 

Positive 25 

 

@COMPANY avoid at all costs. This 
place is a joke. Your insured member 

was at fault and caused an accident 
involving 3 other cars two weeks ago. 

Countless calls and nobody has 
returned my call regarding my 
damaged vehicle. Your claims 

adjuster will not return calls 

Neutral 
(=0) 

Negative 24 

 

@USER A feedlot I work with just told 
me yesterday insurance won't allow 

them to put plastic on silage pile this 
fall because of worker safety 

Neutral 
(=0) 

Neutral 25 
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and health insurance being commonly featured. In terms of speed, this technique is faster as 

opposed to LDA topic modelling. 

Table 4.3-1 LSA topic modelling results 

Topic 
# 

LSA  LSA Topic-Sentiment (Each dot 
represents a single user-generated 
text and the colours represent the 
sentiment polarity) 

1 Umbrella limit    liable    whats    asset    involved    putting    

 

2 life    company    policy    health    insured    need    httpstco    

3 life    policy    farm    life insurance    family    issued   
protect    

4 insured    life    fully    licensed    money    time   drive    

5 company    life    insured    people    money    year    like    

6 health    cover    care    plan    people    need    provider    

7 business    health    life    insured    care    small   seeking    

8 cover    business    policy    need    like    know    dont    

9 looking    like    work    good    year    need    time    

10 httpstco    looking    cover    work    medical    agent    sale    

11 best    cover    httpstco    looking    recommend    good    
need    

12 need    life    company    help    lemonade    cover    know    

13 need    httpstco    policy    know    dont    year   provider    

14 policy    looking    need    insured    health    company 
claim    

15 year    need    claim    customer    state    provider   farm    

16 good    recommend    need    service    agent    claim   
time    

17 quote    money    time    free    online    need    cheap    

18 time    money    auto   make claim best  know    

19 Know year  don’t  good  quote  cheap  health   

 

Comparatively, the LDA algorithm, due to its prevalence allows a more comprehensive 

performance analysis, enabled through established tools for the purpose. Figure 4.3-1 LDA topic 

models (below) shows the topic models extracted through LDA in the form of word clouds, where 

the size corresponds with the term’s weight. It can be argued that these topics offer a 

comparatively more comprehensive idea of the various topics that are extracted, with words being 

pared accordingly, e.g. in topic 2 – farmer, farm, crop, in topic 4 - auto, coverage, car, quote.  
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Figure 4.3-1 LDA topic models (Word Cloud Representation) 

 

For the LDA model, the perplexity score and topic coherence score were used to judge the 

efficiency of the model, illustrated in Table 4.3-2, below. The perplexity measures the marginal 

likelihood on a held-out test set (Yan et al., 2013), whereas the topic coherence score is an 

automated measure for evaluation of topic quality (Mimno et al., 2011). As part of system 

optimisation for system implementation, the coherence score can be re-examined through 

comparative evaluation in relation to the number of LDA topics to find the optimal score.  

Table 4.3-2 Evaluation Metrics for LDA performance 

Measure Score 

Perplexity Score -12.883395715070044 

Coherence Score 0.4485013880049079 

 

Various visualisation options are possible for LDA, most notably - the pyLDAvis library, which 

allows once the models is trained for users to process it dynamically, accessible through a web 

browser or Jupyter notebook, identifying the key topics for each text and their prevalent words 

(listed in the submitted code). A visualisation is also presented in Appendix J to show the LDA 

topic weights, descriptors and topic-term probability chart for various tweets.  

https://rare-technologies.com/what-is-topic-coherence/
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4.3.2 Human-Agent Performance Evaluation Results 

Finally, the topics that were picked by study participants will be presented for comparative 

evaluation. Table 4.3-3 presents the synthesised topics from response submissions, alongside 

the text that users were asked to evaluate. A significant difference in the topic models generated 

automatically as opposed to those generated by study participants is the interpretation of text, 

incorporated in the latter. For example, automatic topic modelling extracts topics from words 

already existing in the dataset, whereas participants interpreted the texts, e.g. the first text in 

Table 4.3-3 resulted in generation of topic such as ‘disaster’, ‘fearful’, ‘attention’, ‘humour’, and 

some of the topics for the second text included ‘unsatisfied’, ‘disappointment’ or ‘anger’. It can be 

concluded from the comparison that manual topic generation is interpretative and qualitative, 

whereas the topic models tested in the experiment offer a probabilistic, quantitative overview of 

the text. 

Table 4.3-3 Manually generated topic models by study participants for selected texts 

User-generated Text Word cloud generated from human-

agent topic entries 

In the worst case of flooding, I hope to get 

a She Shed with my insurance money. 

#HurricaneBarry2019 #HurricaneBarry 

 

@COMPANY Worst insurance company I 

have ever seen. As per my experience they 

don't provide the offered insurance amount 

. It's a trap for the customers. They just loot 

the people. I don't get how @USER has 

allowed such companies to operate their 

business 

 



 
 

70 
 

@COMPANY @USER We are trying our 

best to get a life. To get a roof-to get walls-

to get the insurance to return our calls. All 

the while being told to 'get over it'. 

 

Check out the easiest and quickest way to 

find affordable coverage with us. It only 

takes a few minutes to compare the best 

quotes from a variety of providers, giving 

you the most choice when it comes to 

finding your home insurance policy. [link] 

 

@USER Thankfully her kids aren't in 

school yet and the insurance company 

finally gave her a rental. But yeah, the 

complication of it all is a pain in the ass. 

And she's JUST back. 

 

Does @COMPANY have an accident 

policy? I know @COMPANY does and you 

are insured as a rider. As a rider with 

@COMPANY, are you insured in the case 

of an accident? 
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The wife got her dream car today (aside 

from a G-Wagon) Insured by @COMPANY 

#BIGCoverage 

 

@COMPANY avoid at all costs. This place 

is a joke. Your insured member was at fault 

and caused an accident involving 3 other 

cars two weeks ago. Countless calls and 

nobody has returned my call regarding my 

damaged vehicle. Your claims adjuster will 

not return calls 

 

@USER A feedlot I work with just told me 

yesterday insurance won't allow them to 

put plastic on silage pile this fall because of 

worker safety 

 

 

4.3.3 Discussion 

Previous studies that compare the performance of LDA and LSA consistently affirm the superiority 

of LSA/SVD, especially when compared with human judgement (Stevens et al., 2012; 

Bergamaschi, S. and Po, 2014). When evaluated by users, the LDA model fails to achieve good 

performance (Bergamaschi, S. and Po, 2014), on the basis of whether their topic recommendation 

was similar or not similar to the machine’s. The current study’s experiment has not produced 

sufficient data to evaluate the superiority of one opposed to the other, however, the LDA model 

was comparatively slower in terms of processing time. 



 
 

72 
 

4.4 Text Classification Model Evaluation 

4.4.1 Presentation of Results 

In order to test the performance on the supervised models, detailed in the Methodology chapter, 

a test mini dataset has been prepared, which contains 100 data entries with relevant labels. This 

was done to demonstrate the possibility of running all models, however considering the size of 

this small dataset no results were produced from the shallow and deep supervised learners. 

Nonetheless, the development for this section of the experiment is attached in the code and is 

ready for comparative evaluation in future projects with different data or labelled data. 

Alternative solutions have been sought in semi-supervised and unsupervised models, which 

typically require no labelled data until the evaluation stage. Specifically, K-means clustering and 

minibatch K-Means have been cross-compared on the mini-dataset (with 100 samples), trained 

to recognise 6 clusters (5 - for the customer journey stages and 1 - for unrelated texts). Both were 

also tested on the full dataset, however failed to yield results due to memory issues, even when 

running on Python 64bit. Table 4.4-1 (below) shows the cluster matrices, as well as the 

homogeneity scores for the models.  

Table 4.4-1 K-Means clustering text classification performance 

Specifications Matrix with Topic clusters 

Minibatch K-Means 

Trained on 100 

labelled samples 

6 clusters 

Homogeneity score

 0.1298367891

3185587 

 

 

 

 KMeans 
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Trained on 100 

labelled samples 

6 clusters 

 

Homogeneity 

score

 0.1298367891

3185587 

 

 

 

A semi-supervised dictionary-based approach was applied that uses Naïve Bayes with a self-

defined dictionary. The dictionary and model results are listed in Table 4.4-2, below. The 

dictionary is a prototype model, which can be amended to better suits the needs of the 

classification, and the results are based on word-level analysis, yet following implementation, it is 

considered more suitable to apply sentence-level or document (i.e. short-form text level) 

implementation. 

Table 4.4-2 Word-level Dictionary-based Text Classification with Naive Bayes Results 

Stage of the Customer 

Journey 
Specifications/ Dictionary Result 

1, Expectation/ 

Awareness Stage 
'what', 'when', 'need' 0.00018439977872026554 

2, Consideration Stage 'recommend', 'looking for', 'can you', 
'compare', 'considering' 

0.007990657077878173 

 

3, Purchase Stage ‘just bought', 'just started', 'started', 
'new policy', 'new car', ‘buying’ 

0.0 

4, Retention Stage 'update policy', 'my new policy', 
'repurchase', 'buy again', 'new policy' 

0.9669309730161657 

5, Advocacy Stage 'bad', 'terrible','useless', 'hate', ':(', 
'dissappointed', 'avoid', 'love', 

'company', 'price', 'service' 

0.003503595795685045 

Visualisation of result 
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4.4.2 Human-Agent Performance Evaluation Results 

The results from the text classification with study participants demonstrate the difficulty of this 

task without prior expert knowledge. Table 4.4-3 (below) shows the extracted user-generated text, 

and the classification given by participators, as well as the distribution and response number. Only 

for two texts there is a majority that agrees on the correct class that should be assigned and, in 

both cases, it is an insignificant majority. As demonstrated by the sample picked for human-agent 

classification, there is a variety of texts chosen for the users to apply each class at least once, 

including the ‘Unrelated’ (6th class, for the last text). In the two cases where the majority of 

respondents were in agreement, one of the classes agreed upon cannot be considered correct, 

as the consumer that has written the tweet has already purchased insurance, so a purchase or 

retention class might have been more suitable.  

Table 4.4-3 Results from manually generated by study participants text classification on selected texts 

User-generated Text Customer Journey Classification Distribution # of 
Respon
ses 

In the worst case of 
flooding, I hope to get a 

She Shed with my 
insurance money. 

#HurricaneBarry2019 
#HurricaneBarry 

 

Expectation/ Awareness 
52.78%  
Consideration 13.89%  
Purchase 5.56%  
Retention 8.33%  
Advocacy 2.78%  
I Can't Choose 13.89%  
Unrelated 2.78%  

36 

0%1%0%

99%

NB RESULT

1, Expectation/ Awareness Stage 2, Consideration Stage

3, Purchase Stage 4, Retention Stage

5, Advocacy Stage
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@COMPANY Worst 
insurance company I have 

ever seen. As per my 
experience they don't 

provide the offered 
insurance amount . It's a 

trap for the customers. 
They just loot the people. I 
don't get how @USER has 
allowed such companies to 

operate their business 

 

Expectation/ Awareness 
18.75% 
Consideration 3.13%  
Purchase 18.75%  
Retention 15.63%  
Advocacy 31.25%  
I Can't Choose 9.38% 
Unrelated 3.13% 

32 

@COMPANY @USER We 
are trying our best to get a 

life. To get a roof-to get 
walls-to get the insurance 
to return our calls. All the 

while being told to 'get over 
it'. 

 

Expectation/ Awareness 
20.69% 
Consideration 6.90%  
Purchase 3.45% 
Retention 20.69%  
Advocacy 24.14%  
I Can't Choose 20.69%  
Unrelated 3.45% 

29 

Check out the easiest and 
quickest way to find 

affordable coverage with 
us. It only takes a few 

minutes to compare the 
best quotes from a variety 

of providers, giving you the 
most choice when it comes 

to finding your home 
insurance policy. [link] 

 

Expectation/ Awareness 
15.38% 
Consideration 34.62%  
Purchase 19.23%  
Retention 0.00%  
Advocacy 11.54%  
I Can't Choose 11.54%  
Unrelated 7.69% 
 
 

26 

@USER Thankfully her 
kids aren't in school yet 

and the insurance 
company finally gave her a 

rental. But yeah, the 
complication of it all is a 

pain in the ass. And she's 
JUST back. 

 

Expectation/ Awareness 
3.70%  
Consideration 11.11%  
Purchase 14.81% 
Retention 29.63%  
Advocacy 14.81%  
I Can't Choose 18.52%  
Unrelated 7.41% 

27 

Does @COMPANY have 
an accident policy? I know 

@COMPANY does and 
you are insured as a rider. 

As a rider with 
@COMPANY, are you 

insured in the case of an 
accident? 

 

Expectation/ Awareness 
20.00% 
Consideration 64.00%  
Purchase 12.00%  
Retention 0.00%  
Advocacy 0.00%  
I Can't Choose 4.00% 
Unrelated 0.00% 

25 

The wife got her dream car 
today (aside from a G-

Wagon) Insured by 
@COMPANY 

#BIGCoverage 

 

Expectation/ Awareness 
16.00% 
Consideration 0.00%  
Purchase 48.00%  
Retention 12.00%  
Advocacy 20.00%  
I Can't Choose 4.00% 
Unrelated 0.00% 

25 
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@COMPANY avoid at all 
costs. This place is a joke. 
Your insured member was 

at fault and caused an 
accident involving 3 other 

cars two weeks ago. 
Countless calls and 

nobody has returned my 
call regarding my damaged 

vehicle. Your claims 
adjuster will not return calls  

Expectation/ Awareness 
12.00% 
Consideration 8.00%  
Purchase 0.00%  
Retention 16.00%  
Advocacy 28.00%  
I Can't Choose 20.00%  
Unrelated 16.00% 

25 

@USER A feedlot I work 
with just told me yesterday 
insurance won't allow them 
to put plastic on silage pile 
this fall because of worker 

safety 

 

Expectation/ Awareness 
16.00%  
Consideration 4.00%  
Purchase 0.00%  
Retention 12.00%  
Advocacy 12.00%  
I Can't Choose 40.00%  
Unrelated 16.00%  

25 

 

4.4.3 Discussion 

Considering the lack of experimental data of shallow and deep supervised learners, a brief 

discussion is provided of previous studies that have applied the methods referenced earlier in 

Section 3.3.2.6, in the Methodology Chapter, to help identify the reasons of failure to utilise these 

models in the present process. Through a comparative analysis of SVM, Naïve Bayes and 

probabilistic models for sentiment extraction (LDA, LSA), Song et al.’s (2014) survey concludes 

that text classification at present can be achieved through a semi-supervised approach, with 

performance being boosted by ensemble techniques. Zhang et al.’s (2015) study evaluates the 

performance of character-level CNNs on a several heavily-populated, large datasets against 

shallow learner approaches, all using advanced feature extraction as detailed in the present 

piece, showing promise in the model, yet demonstrating the importance of input data for such a 

complex architecture. Bidirectional RNNs trained on feature vector representations demonstrate 

promising results for text classification as well, however the application in academic research 

benefits from six large, multi-variant datasets (see Zhou et al., 2016). Other studies have 

proposed utilising the attributes of semantic analysis and word embeddings to improve the 

performance of deep learning techniques (Wang et al., 2016). Overall, the triangulation with 

previous literature demonstrates that to perform text classification with a deep learning approach 

a variety of experimental procedures are required, with testing and training being performed on a 

large dataset. 

The results from the current study demonstrate the difficulty in extracting sufficient contextual 

information from the short-form text to successfully classify the text into a behavioural category. 
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The survey with study participants affirmed the complexity of the task without expert knowledge 

of the customer journey concept and without applying deep logical reasoning. Nonetheless, there 

are a number of insights and opportunities for future research, stemming from the text 

classification experiments, which will be discussed in Chapter V. 

4.5 Conclusion 

To sum up, this chapter presented results from the comparative analysis and evaluation of two 

sentiment models – an extraction algorithm and a classifier, two probabilistic topic modelling 

techniques and two text classification/clustering techniques. The models’ performance was cross-

referenced with the responses of study participants, who attempted to perform the same tasks as 

the machine learning algorithms, as well as was triangulated with data from previous academic 

research. The next chapter will discuss the findings in the context of the research questions and 

aim, presenting a wider discussion of the implications of these findings and future research 

opportunities. 

 

 

  



 
 

78 
 

5. CHAPTER V: CONCLUSION AND RECOMMENDATIONS 

5.1 Introduction  

The following chapter will present a short summary of the problem statement, project findings, 

and present applications of those in the form of recommendations. The implications of this 

research for professionals, working in the field of textual analytics will be provided, as well as for 

academic researchers. Arguably, in consideration of the project’s problem statement and resulting 

prototype system, numerous research opportunity stems were identified, which will be elaborated 

on in Section 5.5. Finally, a reflection statement will be provided to summarise the project 

experience from a researcher standpoint. 

5.2 Recap of Problem Statement 

In Section 1.3, Chapter I, the aim of the study was identified as the creation of “a system of tools 

that can extract topics and associated sentiment polarity from social media data, and 

subsequently allocate user-generated text in pre-defined classes that correspond with the stages 

of a purchase customer journey”. The drivers of this problem were identified to be (1) the 

availability of data on social media that can be transformed to insight for organisations; (2) the 

growth of NLP research as a discipline, which has resulted in the optimisation of a plethora of 

models for sentiment analysis, topic modelling and text classification, which can be utilised by 

organisations to reduce or eliminate the manual completion of these tasks in a scalable manner.  

The potential benefits of automation of the examined processes can be re-affirmed following the 

conducted experiment, especially considering the ease of application of final algorithms and the 

results produced with relatively low-maintenance processing capacity and data cleaning. To recap 

from Section 1.8, such benefits for organisations include: 

• Informed planning of business operational goals; 

• Capacity to prioritise areas, identified as problematic; 

• Improvements in targeted responsiveness; 

• Improved communication with consumers and ‘feel for the market’; 

• Ability to monitor consumers and their responses to stimuli intelligently and holistically; 

• Proactive responsiveness to identifying the topics; 

• Strategic planning support; 

• Potential to improvement of digital marketing content strategy; 

• Ability to target market micro-segments with marketing communication or promotional 

activities; 

• Potential of improving companies’ relationship marketing efforts; 
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• Potential of improved customer retention; 

• Capacity to identify and understand customer journey process ‘leaks’ and their causes. 

5.3 Key Findings and Associated Conclusions 

In terms of the performed sentiment analysis, there were some identified inconsistencies when 

comparing the automated approach with the manual classification process, with a couple of 

significant errors identified. However, when considering the lack of approach adaptation to the 

dataset and fine-tuning prior to implementation, it can be argued that the automation approach 

performed okay. The implementation of the automated approach was time-efficient and non-

exhaustive effort-wise. This suggests that an automated approach, which benefits of invested 

time in terms of fine tuning, and experimentation on the dataset can substantially out-perform 

manual sentiment classification. 

Topic modelling experimentation demonstrated engaging results from both a technical and 

manual standpoint. Although the superiority of neither of the compared models can be affirmed 

due to lack of parametric and non-parametric tests, for the purpose of the proposed system the 

LDA is chosen as the superior model, primarily due to its ease and speed of implementation, topic 

coherence and associated topic visualisation tools that are available for developers, using this 

model, such as pyLDAvis. Manual topic modelling arguably demonstrated what the compared 

models lack – logistical interpretation of text. The conclusion that dimensionality reduction 

methods (i.e. LDA) are flawed compared to human text interpretation is not new (see Mimno et 

al., 2011), nor that interpretation of topic model coherence is subjective (Chang et al., 2009), 

which was identified as being a difficulty in the topic model experiment results evaluation sections; 

yet the reoccurrence of these problems serves as a rehash of research gaps, to which no tested 

solutions exist, opening opportunities for future development of logic-based topic modelling 

instruments.  

The text classification group of experiments proved being the most difficult of the three 

procedures. Although findings alternative solutions to supervised learning approaches is not 

difficult, it is recognised that the classification accuracy achieved by the proposed methods is not 

sufficient for industry application prior to fine-tuning of the model. Contrary to expectations, the 

type of data did not hinder the progression of the experiment as did the lack of labels. This 

demonstrates the need for more academic research that shows improvements on the processes 

of working with real-time and unlabelled texts, as opposed to offline, with labelled and publicly 

recognised datasets. It is believed that this can help advance NLP through demonstrating 

solutions for real business challenges, as opposed to creating superior models (e.g. deep 

learning), to which researchers have access to and the programming knowledge to develop (as 
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demonstrated in the current research), but lack the opportunity to implement due to restrictions, 

caused by irregularities in data. 

5.4 Recommendations and Implications for key Stakeholders 

5.4.1 Presentation of Demo System 

A prototype system design is illustrated in below. It shows three screens: (1) Topic Search, where 

the user can enter the topics of interest to them, (2) Topic-Sentiment Visualisation, where the 

topics are plotted with circles in respect of their size on a two-dimensional plot that represent 

sentiment polarity, and (3) Customer journey, which is a screen that is unveiled in the consumer 

taps on one of the topics. The customer journey screen breaks down the stages of the customer 

journey consumers have been identified to be in, based on the contextual information of the texts 

they have posted on social media for the selected topic. 

Figure 5.4-1 Demo Mobile App Functionality Prototype 

 

5.4.2 Process Automation 

Although in a prototype format, the developed system demonstrates the availability of sentiment 

polarity classification and topic modelling algorithms that are easy to implement and coherent as 

a minimum viable product for social media textual analytics. Considering the previously affirmed 
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potential benefits of implementation of a text insight extraction, the lack of action will inevitably 

result in loss of organisational competitive advantage in a fast-paced data-driven market. 

5.4.3 Working with real-time, unlabelled, short-form data 

A recommendation for academics involves seeking ways to design and implement the advances 

of machine learning in a non-experimental manner, outwit the controlled conditions that labelled 

data provides. A way to translate this is to use models that are pre-trained and utilise transfer 

learning for testing on unlabelled datasets. Although staggering progress has been made 

following recent developments in deep learning, consultations with industry professionals in 

textual analytics demonstrate that such models are out of reach for implementation in small and 

medium-size organisations. A development in the democratisation of this knowledge is increasing 

its accessibility, which as demonstrated by the current research might be hindered by the lack of 

labelled data. 

5.5 Future Research Opportunities 

5.5.1 Application in Learning Analytics and Education Enhancement for University of 

Strathclyde 

In Section 3.2.2 it was explained that user-generated texts will be considered as data points alone, 

with user stories remaining unexplored and unaddressed. This research paradigm enables to 

think about the current research and future research opportunities in a holistic manner, extracting 

the fundamentals of research and applying them in other contexts.  

The University of Strathclyde has recently approved a strategic business project that concerns 

the processes of student feedback collection and how the work of student representatives can be 

supported though a designated application in a web-based or mobile format. The project is 

formally regarded as StrathReps. As part of the initial data gathering stage of a project, an 

evaluation of current procedures is carried out, with the data later being comparatively evaluated 

to evaluation data at the end of the project (Ward et al., 1996). For the StrathReps project, one 

approach for feedback collection presently is through a web-based ILE (interactive learning 

environment), called MyPlace, where students can submit feedback for their course or 

programme through a text-box, which allows relatively short-form textual representations, similar 

to a comment box on Facebook. This feedback can then be viewed by class/course 

representatives and lecturers but is also stored in a system database. The analysis of this textual 

data, using the prototype system developed is beneficial for a number of reasons, which will be 

detailed in the following paragraphs.  
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Through extracting the sentiment polarity of submitted feedback through the ILE, an overall tone 

of student feedback can be established, which can serve as an indicator of university, faculty or 

course performance (depending on the granularity of feedback). Furthermore, through identifying 

the polarity of historic feedback submissions, relevant measures can be taken to ensure the 

mental health wellbeing of class representatives and potentially lecturers that will use the system 

that will be designed. A predominantly negative feedback might require text manipulation prior to 

reporting to representatives or lecturers to avoid burnout, anxiety or depressive thoughts on any 

sort, arising from the submitted texts.  

Through modelling topics, key areas that require improvement or recognition can be identified, 

which can be used as means of triangulation of feedback submitted directly to lecturers or directly 

through representatives (i.e. as opposed to through the ILE). Implementing an automatic, scalable 

solution to the identification of areas that require attention also enables data visualisation cross-

faculty. This can lead to a reduction of response times on pressing issues, based on topic data 

visualisation, as well as potentially taking a proactive approach to quality-checking areas that are 

identified as problematic in two or more faculties. Collectively, this can result in an improved 

relationship between the university and students, which is assumed on the basis of feedback 

recognition and implementation. 

Finally, at a project meeting that I attended it was brought up that there is a potential for a chat-

bot type of system to be created as part of the project, to ease the feedback reporting process. 

To do so, a potential means of query classification was to prompt students to choose the type of 

feedback they would like to leave. Although there are many classification types, there are two that 

are common in academic literature: (1) structured and unstructured; and (2) positive, negative 

and intrinsic (see Vallerand and Reid, 1988; Shanab et al., 1981), yet other types exist e.g. 

corrective (Bitchener, 2008; Lyster and Ranta, 1997), behavioural and emotional (Damian et al., 

2015; Jacobs et al., 1974) and so on. If text classification is performed using sample training data 

from the relevant feedback type, and similarity score as an evaluation metric, three things can be 

achieved: (1) an overview of the most common feedback types used by students can be extracted, 

which will subsequently lead to (2) a better understanding of the system requirements of the 

querying system for categoric display in the application, but also (3) a better understanding of the 

wording and linguistic expression of students will be achieved, which can help with the design of 

a more conversational-sounding chatbot, if one was to be created as part of the project.  

Overall, from a holistic perspective the analysis for the StrathReps project requires a time- and 

cost-efficient solution for automation of the process of student-generated short-form text that can 

classify sentiment polarity, extract topics coherently and classify text in pre-defined categories, 

which completely matches the profile of the developed system as part of this research. Moreover, 
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from a marketing standpoint, the University can benefit from implementing automation, machine 

learning and learning analytics as part of a strategic profile as it is widely recognised in academic 

research that using available data to extract insight can be instrumental in strategic planning 

(Dziuban et al., 2012). The execution of this small-scale industrial research has been approved 

by the StrathReps project manager. 

5.5.2 Application in Social media analytics for Hospitality and Tourism Industry 

Another potential implementation of the system is in the area of hospitality and tourism, as 

discussed with company executives from MyCustomerLens. This industry arguably has a shorter 

customer journey from awareness to purchase, however if data is extracted from a combination 

of sources, such as social media, travel review websites, and company internal surveys and 

emails, analytics can demonstrate not only the topic-sentiment polarity, but also the consumers 

behavioural pattern across the customer journey in respect of digital outlet use. To elaborate, if 

access to the above listed data sources is available for marketing analytics organisations such as 

MyCustomerLens, an analytics dashboard can be built that demonstrates the user journey across 

digital outlets, showing for example if users that had a negative stay (sentiment polarity), which 

was caused by a long check in process (topic) would generally use twitter for writing a complaint 

(advocacy class; from the customer journey model) or write directly to the organisation. Such 

insight can be used the optimise the operational allocation of resources and improve business 

responsiveness. 

5.5.3 Academic Research Experimental Opportunities for System Enhancement  

As demonstrated by Section 3.4, in the Methodology chapter and Section 4.4 of the Analysis of 

results chapter, where the limitations of research and text classification results were discussed, 

respectively, one of the primary limitations of evidencing experimental results from supervised 

text classification was the lack of labels on the dataset, which obstructed testing and model 

evaluation. It is considered that this problem can be solved by the construction of an automated 

data extraction system that lacks the limitations of Netlytic (see Appendix D), and automatically 

assigns labels to extracted data on the basis of linguistic characteristics. Considering that these 

challenges are solved, a further route of improving the proposed system is the creation of digital 

identity patterns for text authors of various customer journey groups, informed by additional social 

media data points, such as the text author’s following (i.e. number of followers), number of 

retweets and location information. Such data can be used to identify and prioritise responses, i.e. 

as means of PR (Personal Relations) strategy for damage control in highly influential cases and 

cases that can potentially impact the financial performance of the organisation negatively. Further 
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research opportunities were discussed throughout the text, and specifically in Section 3.3.3.2, in 

the Methodology Chapter. 

5.6 Personal Reflection Statement 

Experiential learning translates to learning from experience and personal practice, requiring 

critical reflection as means of encouraging the development and embedding of new skills and 

ways of thinking (Lewis and Williams, 1994). Therefore, a short reflection of the research process 

will be given. From an application standpoint, I consider this research being a success, yet I 

acknowledge the limitations it has in terms of scalability that stem from the tested algorithms being 

limited to the data at hand and the scope of this research. As a result of the research process I 

have gained an appreciation of the challenges, faced by industry professionals, trying to adapt 

machine learning and deep learning models to their unique business problems, which affirmed 

my passion for marketing process automation. This extension of my skill-set has, as observed by 

Schafersman (1991), resulted in a greater degree of self-motivation and critical thought, which I 

have demonstrated in both an academic and professional context, the latter being the application 

of the developed system in the University of Strathclyde’s StrathReps project, from which I am 

currently an acting project assistant to.  

5.7 Conclusion 

This chapter presented conclusions in association with the research questions that were posed 

in earlier chapters and recommended action points for stakeholders. The future research section 

presented exiting opportunities, all of which offer benefits to existing business problems and some 

directly monetizable. Finally, please refer to the annex documentation, which is listed as Appendix 

K, where the documentation of supporting Python code for all associated experimental 

procedures is attached. 
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APPENDICES 

A MyCustomerLens Company Profile 

 

MyCustomerLens is a digital analytics company, which specialises in extracting insight from 

customer feedback. Its primary service is providing “a real-time customer insight platform, which 

converts customer feedback into business intelligence” so that their corporate business clients 

can make “faster, more informed decisions”, as explained by their CEO, Paul Roberts. 

“Our bespoke algorithms collect and analyse real-time comments from social media, surveys 

and feedback forms.” -MyCustomerLens team 

The company specialises in providing small businesses (currently primarily in the sports, health 

and leisure industry) a suite of solutions that are designed to improve the relationship between 

the companies and their consumers. MyCustomerLens currently commissions tools for automatic 

feedback collection from the web and social media websites, tools for analysing the collected 

textual data, as well as a web-based platform for account management, where their business 

clients can access data dashboards for with insights for their organisations.  

Read more about MyCustomerLens here. 

 

  

https://mycustomerlens.com/
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B The Insurance Industry in 2019: Market Overview 

The insurance industry in 2019 has demonstrated sustained economic growth, continuously rising 

interest rates, and higher income from investments in the field, which is speculated to sustain 

growth in future years as well.  

One of industry’s key drivers is determined to be the growth of the technological field and software 

development that supports automation in the insurance sector, with some examples being 

blockchain technology, Internet of Things (IoT), cognitive applications and cloud computing. On-

demand insurance has also emerged in recent years as a response to changes in consumer 

behaviour, with several applications have already occurred, sparking the field of InsurTech, which 

engages in real-time as-needed insurance coverage.  

 

These changes provide immense opportunities for companies in the field; however, require 

strengthening of the relationship between companies and consumers, with this being understood 

by the leaders in the field, who have increased the percentage of investment in real-time data 

analytics tools. A key competitive advantage for insurance companies in 2019 is their agility, 

responsiveness to market changes and relationship marketing. 

These insights have been summarised from Deloitte’s (2019) insurance industry report, which 

can be read in full here. 

  

https://www2.deloitte.com/us/en/pages/financial-services/articles/insurance-industry-outlook.html
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C Systematic Literature Review Methodology Process 

Table C-5.7-1 Systematic Review Worksheet, based on the PRISMA methodology (adapted from Moher et al., 2009) 
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D Data Extraction Procedure: Limitations, Stats and Queries 

Table D-5.7-2 Facebook Data Extraction Procedure, Key Stats and Limitations 

Facebook API Logs, Associated Queries and Records per query Extracted Data procedure 
Limitations 

 

• Hourly extraction of 
up to 2,500 entries 
per query  

• API: Facebook 
Graph 

• Returns posts and 
replied from public 
Facebook groups, 
pages, events or 
profiles 

• Returns up to 100 
top level posts 
to/from a page, as 
well as up to 25 
replies per post 

• Replies to replies 
are not included 

 

Overall Dataset Stats Posts Distribution per date of Publication Posts Distribution per 
Publisher 

 

 

 

 

Note: Publications from 
corporate entities from 
the Facebook dataset 
were manually identified 
and removed from the 
dataset. 
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Table D-5.7-3 Twitter Data Key Stats and Limitations 

Stats Extracted Data procedure Limitations 

 

 

• API is Twitter REST API v1.1 

search/tweets endpoint 

• Returns a collection of relevant 

tweets, matching the given 

query 

• To be noted that the search 

service is not an exhaustive 

source of tweets, as come 

might not be indexed 

• Typically, does not return 

tweets older than 1 week 

• Can retrieve up to 1000 most 

recent tweets 

Most Frequent words 
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E Ethical Approval Confirmation  
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F Research Protocol  
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G Electronic Consent Form 

Default Report 

 

Topic Modelling, Sentiment Analysis and Text Classification to Identify Stages of the Customer Journey 
 

August 10, 2019 10:45 PM BST 

 

Q1 - Participation Information& Consent Form  

Welcome to the testing page for the prototype system I have been working on as part of my Master thesis research 

project.  

The title of the study is Topic modelling, Sentiment analysis and Text classification of user-generated social media text, 

for identification of a user's stage in their Customer Journey, and the research is being carried out in the Computer and 

Information Sciences Department of the University of Strathclyde.  

The following few paragraphs will explain the purpose, method and aims of the study, as well as give some context for 

you - the participant, how data will be used and what is the aim of your contribution in the system development process. At 

the end, you will be asked to provide consent to how your information will be processed, after which you can start the 

survey!  

What is the purpose of the research?  

The purpose of this research is to create a system prototype that can read user-generated text from social media, extract 

its topic, sentiment polarity and classify the text automatically as one of 5 categories, which represent a stage in the 

customer journey process (i.e. expectation/awareness, consideration, purchase, retention, advocacy). The context of the 

user-generated text is insurance.  

What is the aim of this survey and what will you be asked to do? 

This survey's aim is to provide a basis for evaluation of the 
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performance of machine learning models, which have been developed as part of the research. Specifically, you will be 

asked to read user-generated social media text data from Twitter or Facebook and perform the same tasks as the models, 

which have been developed as part of the study. The results will later be compared with the model's output as part of the 

analysis of the project. Specifically, after reading the user-generated text, you will be asked to assess its sentiment 

polarity, identify the topics that the user has discussed, and identify the user's customer journey stage, with options being: 

expectation/awareness, consideration, purchase, retention, advocacy. You will also be able to indicate if you think the text 

is unrelated to a user's insurance purchase customer journey.  

What is required of you when completing the survey? 

Nothing else but to read each question instruction carefully and answer the questions honestly, providing your opinion 

regarding the performance of presented models.  

How long will this survey take to complete?  

The study should take you around 7-10 minutes to complete.  

When can you complete this survey? 

The survey will only be available for 3 days from the 9.08-11.08.2019 (inclusive), following which the survey will be taken 

down.  

Who can complete this study? 

Anyone that has command over the English language can take part in the system evaluation process. 

Are there any risks involved in taking part? 

Since this research processes user-generated text, some of the examples provided will display the expression 
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of negative language and negative advocacy. Although all effort has been placed in reducing the impact this has on 

participants, such examples are included for performance evaluation purposes. If you are uncomfortable with negative 

advocacy, it is recommended that you do not take part in the study. 

Do you have to take part? 

Your participation in this research is voluntary. You have the right to withdraw at any point during the study, for any reason, 

and without any prejudice. Once the answers to the survey have been completed, withdraws are no longer possible.  

What data is being collected from this survey? 

The survey will collect opinion data, but will not at any stage ask for personally-identifiable information, e.g. you name, date 

of birth, address, etc. You will only be asked to identify your age, as this will help highlight future opportunities in expanding 

the study population by including members of various demographic categories. A visualisation of this data will also be 

included in the written thesis. The data collection and handling protocol complies with GDPR (2018) and UK's ESRC (2015) 

ethical guidelines for researchers.  

How will your response data be analysed and why?  

Collected responses will be analysed using statistical tests to ensure a scientific research approach. The aim of the human-

agent evaluation of a system is to identify areas of poor performance of the machine learning models, which can be 

highlighted for system improvement in subsequent stages of development.  

Where will the information be stored and how long will it be kept for?  

During
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the study, research data will be kept securely on Qualtrics' survey platform and will be accessed by the researcher alone 

following a secure authentication process. Upon completion of the research project, the researcher will store the data on a 

cloud platform, with it being kept in a password-protected process, ensuring two-factor authentication. The University of 

Strathclyde can request data for validation purposes.  

Who should you contact in the event that you want to discuss the study further?  

If you would like to contact either myself (the researcher) or the Chief Investigator of this study to discuss any elements of 

this research, please send emails to: 

 - lazarina.stoyanova.2014@uni.strath.ac.uk for Lazarina Stoyanova – Researcher 

-william.wallace@strath.ac.uk for William Wallace - Research Supervisor (Chief Investigator)  

This research was granted ethical approval by the University of Strathclyde Ethics Committee.  

If you have any questions or concerns, during or after the research, or wish to contact an independent person in association 

with this research, please contact:  

Secretary of Departmental Ethics Committee 

Department of Computer and Information Sciences, 

Livingstone Tower 

Richmond Street 

Glasgow 

G1 1XH or send an email to ethics@cis.strath.ac.uk. --------------------------------------------------------------------------------------- 

 

-------------------- What happens next? 

Nothing is required from you upon completion of the 

 

 

survey. If upon completion of the survey, you would like to share it with anyone, you are 
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more than welcome to do so, using the link that has been provided to you. If you are happy to participate, click the button 

below and get started with the model evaluation procedures.  

If upon reading the information sheet, you have decided to withdraw your participation, you can exit the study now. In both 

cases I humbly thank you for your time.  

By clicking the button below, you acknowledge that: 

- your participation in the study is voluntary; 

- you are aware that you may choose to terminate your participation in the study at any time and for any reason, prior to 

submitting your responses; 

- you agree that you submitted responses will be analysed and used as described above 

- a summary of all responses will be attached as an appendix for the written project thesis, as well as in any written 

publications outwith the University of Strathclyde, if such are to arise following assessment of the academic rigour of this 

study  

Please note that this survey will be best displayed on a laptop or desktop computer. Some features may be less compatible 

for use on a mobile device. 
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I consent, begin the 

 
study 

 

 

 

 

I do not consent, I 

 
do not wish to 

 
participate 

 

 

0 5 10 15 20 25 30 35 40 45 50 55 60 
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# Field Minimum Maximum Mean 

Std 

Variance Count 

Deviation        

        

1 

 

1.00 1.00 1.00 0.00 0.00 58 

Participation Information& Consent Form        

 

 

 

 

 

# Field 

Choic
e 
Coun
t 

    

1 I consent, begin the study 100.00% 58 

    

2 I do not consent, I do not wish to participate 0.00% 0 

    

   58 

 

Showing rows 1 - 3 of 3 
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H Survey Response Data



 
 

122 
 

Q5 - For the following text: In the worst case of flooding, I hope to get a She Shed with 

my insurance money. #HurricaneBarry2019 #HurricaneBarry How would you rate the 

sentiment expressed in this text? 

 

Positive  

                           

                           
                             
                             

Neutral 

                           

                           
                             
                             

Negative 

                           

                           
                             

                            
0 2 4 6  8 10  12 14 16   

# 
    

Field 
       

Minimum Maximum 
  

Mean 
 Std 

Variance Count              
Deviation                           

                 

  For the following text: In the worst case of flooding, I hope to get a               

1 
 She Shed with my insurance money. #HurricaneBarry2019    

1.00 
  

3.00 1.83 0.73 0.53 36  
#HurricaneBarry How would you rate the sentiment expressed in 

     

                    
this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 36.11% 13 
    

2 Neutral 44.44% 16 
    

3 Negative 19.44% 7 
    

   36 
     

Showing rows 1 - 4 of 4 
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Q7 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
flood, hurricane barry, need of shelter  

 
Flooding, insurance, she shed 

 
money, humour, attention  

 
flooding, insurance, #HurricaneBarry 

 
Hurricane, flooding, insurance  

 
Hurricanebarry, she shed, insurance money 

 
Hope to get money  

 
hurricane, flooding, She Shed, insurance money 

 
Hurricane Barry, flooding, insurance  

 
government policy about critical situations 

 
Flood, hurricane,insurance,money  

 
Floading, hurricane bary, insurance money 

 
Hurricane, insurance, flooding  

 
Beware, fearful, practical 

 
Insurance, flooding, hurricane  

 
disaster, fear, insurance, money 

 
3  

 
Flooding, Insurance, money 

 
flood , insurance , hurricane  

 
Hurricane, insurance, hope 

 
Insurance, flooding, hurricane 
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What topics do you consider being the key topics of this tweet? Please indi...  

 
insurance,scam,disaster 

 
Insurance,flooding,hurricane  

 
worst case, insurance, flooding, hurricane 

 
insurance, money, begging  

 
Hurricane Barry, Insurance, Flooding, 

 
Safety  

 
hurricanes, flooding, insurance, claim 

 
Claiming,Insurance,money  

 
Hurricane Barry 2019 

 
Flooding insurance my money  

 
Hurricane, insurance, money 
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Q8 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated           

0 2 4 6 8 10 12 14 16 18 20 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 2.47 1.96 3.86 36 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 52.78% 19 
    

2 Consideration 13.89% 5 
    

3 Purchase 5.56% 2 
    

4 Retention 8.33% 3 
    

5 Advocacy 2.78% 1 
    

6 I Can't Choose 13.89% 5 
    

7 Unrelated 2.78% 1 
    

   36 
    

 
Showing rows 1 - 8 of 8 
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Q17 - For the following text: @COMPANY Worst insurance company I have ever seen. 

As per my experience they don't provide the offered insurance amount . It's a trap for the 

customers. They just loot the people. I don't get how @USER has allowed such 

companies to operate their business. How would you rate the sentiment expressed in this 

text? 

 

Positive 

                          

                          

Neutral 

                          
                          

                          

                          

Negative 

                          
                          

                          

                          
                         

                        
 0 5 10 15  20  25 30   

# 
      

Field 
   

Minimum Maximum Mean 
  Std 

Variance Count          
Deviation                         

                    

  For the following text: @COMPANY Worst insurance company I                  
  have ever seen. As per my experience they don't provide the                  

1  offered insurance amount . It's a trap for the customers. They just    1.00 3.00 2.88 0.41 0.17   32 
loot the people. I don't get how @USER has allowed such  

companies to operate their business. How would you rate the  
sentiment expressed in this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 3.13% 1 
    

2 Neutral 6.25% 2 
    

3 Negative 90.63% 29 
    

   32 
    

 
Showing rows 1 - 4 of 4 
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Q18 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
Insurance, business, worst  

 
poor service, raising awareness, complaint 

 
insurance company, worst, loot  

 
Loot, worst, insurance 

 
Insurance, experience, worst, trap  

 
insurance, company, worst 

 
insurance company, insurance money, bad experience with insurance company  

 
problematic insurance service 

 
Insurance, disappointment, fraud  

 
Bad service, complaint 

 
Worst insurance, don’t provide, trap, loot  

 
Insurance, fraud, @company 

 
competition, bad advertising, not enough information  

 
Worst, companies, experience 

 
Worst, insurance, amount, loot  

 
insurance , misleading , company 

 
Denial, bad company, unsatisfied customer  

 
@company, insurance, feedback 

 
insurance,scam,fraud  

 
Insurance,business,experience,bad 

 
worst, my experience, trap 
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What topics do you consider being the key topics of this tweet? Please indi...  

 
insurance company, trap, disappointment 

 
Insurance, Complaint, Customer Feedback,  

 
Insurance scam, unfair politics 

 
complaint, insurance, regulation  

 
Anger,insurance,company,lied 

 
Jipped by insurance  

 
Worst insurance company 

 
Trap for customers, insurance amount, worst company 
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Q19 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated            

0 1 2 3 4 5 6 7 8 9 10 11 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 3.78 1.71 2.92 32 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 18.75% 6 
    

2 Consideration 3.13% 1 
    

3 Purchase 18.75% 6 
    

4 Retention 15.63% 5 
    

5 Advocacy 31.25% 10 
    

6 I Can't Choose 9.38% 3 
    

7 Unrelated 3.13% 1 
    

   32 
    

 
Showing rows 1 - 8 of 8 
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Q26 - For the following text: @COMPANY @USER We are trying our best to get a life. 

To get a roof-to get walls-to get the insurance to return our calls. All the while being told 

to 'get over it'. How would you rate the sentiment expressed in this text? 

 

Positive 

                                       

                                       

Neutral 

                                       
                                       

                                       

                                       

Negative 

                                       
                                       

                                       

                                       
                                       

                                       
 0 2 4 6 8 10 12 14 16 18 20 22 24  

# 
         

Field 
      

Minimum 
   

Maximum Mean 
Std 

Variance Count                   
Deviation                                      

                       

 For the following text: @COMPANY @USER We are trying our best                      

1 
  to get a life. To get a roof-to get walls-to get the insurance to 

1.00 
   

3.00 
  

2.75 
  

0.51 
  

0.26 28  
return our calls. All the while being told to 'get over it'. How would 

         

                        
you rate the sentiment expressed in this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 3.57% 1 
    

2 Neutral 17.86% 5 
    

3 Negative 78.57% 22 
    

   28 
     

Showing rows 1 - 4 of 4 
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Q27 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
Roof, insurance, answer  

 
coping, complaints 

 
Get, Over, It  

 
Insurance, life, roof, walls 

 
insurance, insurance company  

 
insurance company abusing the customer rights 

 
Insurance, desparate, help  

 
Struggling to get coverage 

 
Get a life, get over it  

 
Insurance, communication, @company 

 
disappointment  

 
Life, insurance, trying. 

 
Life, return, get, over, it  

 
insurance , unavailable , bad 

 
poverty,disappointment,service  

 
Insurance,bad,experience,company 

 
negativity, company, user, insurance  

 
disappointment, expectations, insurance 

 
Customer complaint, problem, Insurance, frustration  

 
Dissapointment 

 
claim, insurance, complaint 
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What topics do you consider being the key topics of this tweet? Please indi...  

 
Criticised,while,they,try,their,best 

 
Unfair insurance practices  

 
Life, insurance, return calls 
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Q28 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated        

0 1 2 3 4 5 6 7 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 3.97 1.88 3.55 29 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 20.69% 6 
    

2 Consideration 6.90% 2 
    

3 Purchase 3.45% 1 
    

4 Retention 20.69% 6 
    

5 Advocacy 24.14% 7 
    

6 I Can't Choose 20.69% 6 
    

7 Unrelated 3.45% 1 
    

   29 
    

 
Showing rows 1 - 8 of 8 
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Q31 - For the following text: @USER Thankfully her kids aren't in school yet and the 

insurance company finally gave her a rental. But yeah, the complication of it all is a pain in 

the ass. And she's JUST back. How would you rate the sentiment expressed in this text? 

 

Positive 

                           

                           

Neutral 

                           
                           

                           

                           

Negative 

                           
                           

                           

                           
                            

                            
 0 2 4 6 8 10 12  14  16  

# 
     

Field 
    

Minimum Maximum Mean 
Std   

Variance 
  

Count          
Deviation 

    

                           

                    

  For the following text: @USER Thankfully her kids aren't in school                  

1 
 yet and the insurance company finally gave her a rental. But yeah, 

1.00 3.00 2.41 0.73 0.54 27  
the complication of it all is a pain in the ass. And she's JUST back.                     

How would you rate the sentiment expressed in this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 14.81% 4 
    

2 Neutral 29.63% 8 
    

3 Negative 55.56% 15 
    

   27 
     

Showing rows 1 - 4 of 4 
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Q30 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
Kids; insurance company; complication  

 
discontent, opinion, real situations 

 
Finally, complication, just  

 
Insurance, kids, rental 

 
insurance company  

 
Car rental, work, school kids 

 
Pain, in, the, ass  

 
Insurance, rental, complication 

 
constatation  

 
Complication,kids, pain. 

 
Ass, complication, pain  

 
insurance , complication , company 

 
insurance cover,paid,thanks  

 
Insurance,experience, relief 

 
complication, children, rental, insurance  

 
rental, complications, could have been better 

 
Insurance claim,  

 
complaint, insurance, claim 

 
Frustrated,over,complications  

 
Insurance helps out a family 

 
Thankfully 
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What topics do you consider being the key topics of this tweet? Please indi...  

 
Rental, company, insurance 
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Q32 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated         

0 1 2 3 4 5 6 7 8 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 4.26 1.55 2.41 27 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 3.70% 1 
    

2 Consideration 11.11% 3 
    

3 Purchase 14.81% 4 
    

4 Retention 29.63% 8 
    

5 Advocacy 14.81% 4 
    

6 I Can't Choose 18.52% 5 
    

7 Unrelated 7.41% 2 
    

   27 
    

 
Showing rows 1 - 8 of 8 
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Q22 - For the following text: Check out the easiest and quickest way to find affordable 

coverage with us. It only takes a few minutes to compare the best quotes from a variety of 

providers, giving you the most choice when it comes to finding your home insurance 

policy. [link] How would you rate the sentiment expressed in this text? 

 

Positive  

                              

                              
                                
                                

Neutral 

                              

                              
                                
                                

Negative                               

                               
0 2 4 6 8 10 12 14  16  18  

# 
    

Field 
      

Minimum Maximum Mean 
Std   

Variance 
  

Count           
Deviation 

    

                               

                     

  For the following text: Check out the easiest and quickest way to                   
  find affordable coverage with us. It only takes a few minutes to                   

1  compare the best quotes from a variety of providers, giving you 1.00 2.00  1.35   0.48 0.23 26  
the most choice when it comes to finding your home insurance  

policy. [link] How would you rate the sentiment expressed in this  
text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 65.38% 17 
    

2 Neutral 34.62% 9 
    

3 Negative 0.00% 0 
    

   26 
    

 
Showing rows 1 - 4 of 4 
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Q23 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
advertisement, advice, information  

 
Easiest, variety, compare 

 
Quickest, affordable, best, choice  

 
insurance commercial 

 
Find coverage, best deal  

 
Affordable, coverage, variety, most, choice 

 
Home insurance policy, promotion, affordability  

 
Home, compare, insurance. 

 
choice , insurance , advertisement  

 
advert,easy,quick 

 
Insurance,sell, choice,home  

 
affordable plans, home, insurance, policy 

 
offer, advertisement, choices  

 
Home Insuracne, selling, positive, 

 
Promoting a product  

 
Helping,people,find,best,insurance,easily 

 
Short and sweet insurance pitch  

 
Most choice, easiest quickest 

 
Quotes, providers, choice, home insurance 



 
 

140 
 

Q24 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated          

0 1 2 3 4 5 6 7 8 9 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 3.23 1.91 3.64 26 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 15.38% 4 
    

2 Consideration 34.62% 9 
    

3 Purchase 19.23% 5 
    

4 Retention 0.00% 0 
    

5 Advocacy 11.54% 3 
    

6 I Can't Choose 11.54% 3 
    

7 Unrelated 7.69% 2 
    

   26 
    

 
Showing rows 1 - 8 of 8 
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Q34 - For the following text: Does @COMPANY have an accident policy? I know 

@COMPANY does and you are insured as a rider. As a rider with @COMPANY, are 

you insured in the case of an accident? How would you rate the sentiment expressed in 

this text? 

 

Positive                                          

Neutral 

                                         
                                         

                                         

Negative 

                                         
                                         

                                         

                                         
                                          

                                          
 0 2 4 6 8 10 12 14 16 18 20 22 24 26  

# 
        

Field 
         

Minimum Maximum 
   

Mean 
Std 

Variance Count                     
Deviation                                        

                        

  For the following text: Does @COMPANY have an accident policy?                      

1 
 I know @COMPANY does and you are insured as a rider. As a rider 

2.00 3.00 
   

2.04 
  

0.20 
  

0.04 25 
with @COMPANY, are you insured in the case of an accident? How 

       

                       
would you rate the sentiment expressed in this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 0.00% 0 
    

2 Neutral 96.00% 24 
    

3 Negative 4.00% 1 
    

   25 
     

Showing rows 1 - 4 of 4 
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Q35 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
accidents, drivers, questions  

 
Accident, Are you, policy 

 
Accident, rider, insured  

 
Query, accident coverage 

 
Accident, policy, rider  

 
Insurance, accident policy, rider insurance, @company 

 
Q&A  

 
Rider, accident, insured. 

 
question , insurance , policy  

 
question,insurance,cover 

 
Insurance,policy,accident,query  

 
company insurance, accident, company rider 

 
question, lack of information, comparing  

 
Question, Vehicle Insurance, Customer question, 

 
insurance, claim, query  

 
Questions,about,accident,insurance,policies 

 
Comparing insurance coverage  

 
Rider, policy, accident 
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Q36 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated         

0 2 4 6 8 10 12 14 16 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 6.00 2.08 0.98 0.95 25 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 20.00% 5 
    

2 Consideration 64.00% 16 
    

3 Purchase 12.00% 3 
    

4 Retention 0.00% 0 
    

5 Advocacy 0.00% 0 
    

6 I Can't Choose 4.00% 1 
    

7 Unrelated 0.00% 0 
    

   25 
    

 
Showing rows 1 - 8 of 8 
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Q40 - For the following text: The wife got her dream car today (aside from a G-Wagon) 

Insured by @COMPANY #BIGCoverage How would you rate the sentiment expressed in 

this text? 

 

Positive  

                                    

                                    
                                      
                                      

Neutral 

                                    

                                    
                                      
                                      

Negative                                     

                                     
0 2 4 6 8 10 12 14 16 18 20 22 24  

# 
       

Field 
      

Minimum 
   

Maximum Mean 
Std 

Variance Count                 
Deviation                                    

                        

  For the following text: The wife got her dream car today (aside                      
1  from a G-Wagon) Insured by @COMPANY #BIGCoverage How 1.00    2.00   1.12   0.32   0.11 25 

  would you rate the sentiment expressed in this text?                          
 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Positive 88.00% 22 
    

2 Neutral 12.00% 3 
    

3 Negative 0.00% 0 
    

   25 
     

Showing rows 1 - 4 of 4 



 
 

145 
 

Q41 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
purchase, gifts, companionship  

 
Insured, dream, # 

 
Wife, dream, insured  

 
New car, good insurance policy 

 
Dream, big, car  

 
Insurance, car purchase, coverage, @company 

 
Pleasure  

 
Dream, car, insured. 

 
car , insurance , company  

 
dream,insurance,coverage 

 
Insured,insurance, purchase,car  

 
dream car, insured, wife 

 
coverage, buy, car  

 
Car Insurance, Happy Customer, Customer Feedback, 

 
Satisfaction  

 
boast, insurance 

 
Happy,with,car,and,insurance  

 
Insurance covers luxes 

 
Dream car  

 
Coverage, insurance, today 
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Q42 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated              

0 1 2 3 4 5 6 7 8 9 10 11 12 13 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 6.00 3.32 1.35 1.82 25 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 16.00% 4 
    

2 Consideration 0.00% 0 
    

3 Purchase 48.00% 12 
    

4 Retention 12.00% 3 
    

5 Advocacy 20.00% 5 
    

6 I Can't Choose 4.00% 1 
    

7 Unrelated 0.00% 0 
    

   25 
    

 
Showing rows 1 - 8 of 8 
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Q43 - For the following text: @COMPANY avoid at all costs. This place is a joke. Your 

insured member was at fault and caused an accident involving 3 other cars two weeks ago. 

Countless calls and nobody has returned my call regarding my damaged vehicle. 

Your claims adjuster will not return calls. How would you rate the sentiment expressed 

in this text? 

 

Positive                                         

Neutral 

                                        
                                        

                                        

Negative 

                                        
                                        

                                        

                                        
                                        

                                        
 0 2 4 6 8 10 12 14 16 18 20 22  24  

# 
        

Field 
         

Minimum Maximum Mean 
  Std   

Variance 
  

Count                  
Deviation 

    

                                      

                          

  For the following text: @COMPANY avoid at all costs. This place is                        
  a joke. Your insured member was at fault and caused an accident                        

1  involving 3 other cars two weeks ago. Countless calls and nobody    2.00   3.00 2.96 0.20 0.04 24  
has returned my call regarding my damaged vehicle. Your claims  
adjuster will not return calls. How would you rate the sentiment  

expressed in this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 0.00% 0 
    

2 Neutral 4.17% 1 
    

3 Negative 95.83% 23 
    

   24 
    

 
Showing rows 1 - 4 of 4 
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Q44 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
discontent, conflict, complaint  

 
Avoid, joke, fault 

 
Avoid, joke, fault, accident  

 
Poor response, accident 

 
Avoid, costs, countless  

 
Insurance, @company, customer-claims adjuster communication 

 
Not , calls, damaged, accident.  

 
vehicle , accident , insurance , claims 

 
poor service,scam,claim  

 
Insurance,experience, user 

 
fedup, useless service, no return calls  

 
disappointment, calls, joke 

 
Complaint, Car Insurance, Frustration,  

 
insurance, customer service, claim, complaint 

 
Angry,over,company,ignorance  

 
Terrible customer service 

 
Avoid will not return calls  

 
Claims, return calls, accident 
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Q45 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated        

0 1 2 3 4 5 6 7 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 4.64 1.87 3.51 25 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 12.00% 3 
    

2 Consideration 8.00% 2 
    

3 Purchase 0.00% 0 
    

4 Retention 16.00% 4 
    

5 Advocacy 28.00% 7 
    

6 I Can't Choose 20.00% 5 
    

7 Unrelated 16.00% 4 
    

   25 
    

 
Showing rows 1 - 8 of 8 
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Q37 - For the following text: @USER A feedlot I work with just told me yesterday 

insurance won't allow them to put plastic on silage pile this fall because of worker 

safety How would you rate the sentiment expressed in this text? 

 

Positive 

                           

                           

Neutral 

                           
                           

                           

                           

Negative 

                           
                           

                           

                           
                            

                            
 0 2 4 6  8 10  12 14 16   

# 
   

Field 
       

Minimum Maximum 
  

Mean 
 Std 

Variance Count             
Deviation                          

                    

  For the following text: @USER A feedlot I work with just told me                  

1 
 yesterday insurance won't allow them to put plastic on silage pile    

1.00 
  

3.00 2.20 0.57 0.32 25  
this fall because of worker safety How would you rate the 

     

                    
sentiment expressed in this text? 

 
 
 
 

 

# Field 
Choice  

Count 
 

   

    

1 Positive 8.00% 2 
    

2 Neutral 64.00% 16 
    

3 Negative 28.00% 7 
    

   25 
     

Showing rows 1 - 4 of 4 
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Q38 - What topics do you consider being the key topics of this tweet? Please indicate 
 

 

between 3-5 words, separated by commas (,). 
 
 

 
What topics do you consider being the key topics of this tweet? Please indi...  

 
policy, rules, update  

 
Won't allow, safety 

 
Insurance, feedlot, safety  

 
Barrier at work, plastic 

 
Won’t, allow, plastic  

 
Insurance, worker safety policy 

 
disappointment  

 
Insurance, worker, safety, 

 
insurance , safety , workers  

 
change,safety,worker 

 
Insurance,user,policy  

 
safety first, insurance 

 
information, reason, safety  

 
health and safety, insurance, workplace safety 

 
Informative,on,worker,safety,insurance  

 
Insurance extends preventative caution 

 
Won't allow them  

 
Sileage, worker safety, plastic 
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Q39 - At which stage of the customer journey of purchasing insurance cover would you 
 

 

classify the user, who has posted this text?  
 
 
 

 
Expectation/  
Awareness 

 
 
Consideration 

 

 
Purchase 

 

 
Retention 

 

 
Advocacy 

 

 
I Can't Choose 

 

 
Unrelated            

0 1 2 3 4 5 6 7 8 9 10 11 

 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

1 
At which stage of the customer journey of purchasing insurance 

1.00 7.00 4.84 2.01 4.05 25 
cover would you classify the user, who has posted this text?        

 
 
 
 
 

# Field 
Choice  

Count 
 

   

    

1 Expectation/ Awareness 16.00% 4 
    

2 Consideration 4.00% 1 
    

3 Purchase 0.00% 0 
    

4 Retention 12.00% 3 
    

5 Advocacy 12.00% 3 
    

6 I Can't Choose 40.00% 10 
    

7 Unrelated 16.00% 4 
    

   25 
    

 
Showing rows 1 - 8 of 8 
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Q41 - Thank you for your responses so far! As indicated at the start of the survey, we 

would like to collect some demographic data for our survey participants. Please do 

indicate your age group, so we can analyse the data and use that improve our future 

research sample targeting. 

 

# Field Minimum Maximum Mean 
Std 

Variance Count 
Deviation        

        

 Thank you for your responses so far! As indicated at the start of       
 the survey, we would like to collect some demographic data for our       

1 survey participants. Please do indicate your age group, so we can 1.00 5.00 2.72 0.92 0.84 25 

 analyse the data and use that improve our future research sample       

 targeting.       

 
 
 
 
 
 
 

 
4.00% 4.00%  

 
16.00% 

 
 
 
 
 
 
44.00% 

 
 
 
 
32.00% 

 
 
 
 
 
 

 

0-18    19-24    25-34    35-44    45-55    Above 55 

 

 

# Field 
Choice  

Count 
 

   

    

1 0-18 4.00% 1 
    

2 19-24 44.00% 11 
    

3 25-34 32.00% 8 
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# Field  

 
4 35-44 

 
5 45-55  

 
6 Above 55 

 
 

 
Showing rows 1 - 7 of 7 

Choice  
Count 

 
16.00% 4 

 
4.00% 1 

 
0.00% 0 

 
25 
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Q35 - Topics  
 
 
 
 
 
 
 

 
Unknown 

 
 
 
 
 
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
 1 1.1 

 

 

# Field 
Choice 

Count   

   

1 Unknown 100.00%  1 
 

Showing rows 1 - 1 of 1 

 
 

 

End of Report 
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I Location Map of Study Participants 
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J LDA Topic Model Term Probability Demonstration on Selected Texts 

Topic 

# 

LDA 

topic 

weight 

Description  Topic Term Probability Bar 

chart 

1 0.505 rt   â   amp   data   product  

 

2 0.149 job   looking   service   company   medical 

 

3 0.16 crop   rt   farmer   loss   driver 

 

4 0.39 car   year   got   new   get 

 

5 0.13 future   de   wanted   bought   cheaper  
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6 0.322 ag   question   whats   program   award  

 

7 0.094 claim   fraud   water   general   mental 

 

8 0.144 âï   office   finance   fintech    illegal 

 

9 0.175 via   policy   never   helped   charity 

 

10 0.109 life   axa   rt    policy   u  

 

 

  



 
 

159 
 

K Annex Documentation: Supporting Python Code, Extracted Data and 

Survey Data 

Required installations prior to running Python files 

• UMAP-learn,  

• textblob,  

• genism,  

• xgboost, 

• pyLDAvis 

Download and install: 

• Glove.6b word2vec – Glove.6B.100d 

• Wikinews300d1mvec 

Python Files (uncompiled) attached in CODE (folder): 

• Mypreprocessing&sentimentanalysis.py – Python code for all data cleaning, 

feature extraction and data exploration procedures, including sentiment analysis 

classifiers 

• myLSA.py – Python code for LSA model 

• myLDA.py – Python code for LDA model 

• mytextclassification.py – Python code for all supervised shallow and deep learner 

approaches for text classification 

• myKmeansfulldataset.py – Python code for Kmeans clustering on full dataset 

• myKmeanstestdataset.py – Python code for Kmeans clustering on test dataset (100 

samples) 

• myNBtextclassification.py – Naïve Bayes for text classification 

In the surveydata (folder): 

• topicwordclouds.py – file for generating word clouds from study participant topic 

models 

 

 


